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Abstract. Steel sales forecasting is a crucial element in the strategic planning of 

Chiang Mai Center Steel Co., Ltd. This study focuses on forecasting sales of 

product WR-44202050, the company’s top-selling item, by comparing various 

forecasting models, including ARIMAX, LSTM, VARX, and Hybrid ARIMAX–

MLP. Model performance was evaluated using Mean Absolute Error (MAE), 

Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean Ab-

solute Percentage Error (MAPE). The ARIMAX model achieved the highest ac-

curacy, with MAE of 4.28, MSE of 18.28, RMSE of 4.28, and MAPE of only 

0.01%. These results indicate that ARIMAX is the most suitable model for steel 

sales forecasting in this context, offering strong potential as a decision-support 

tool for production planning, inventory management, and strategic business op-

erations. 
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1 Introduction 

Steel sales forecasting is a critical component in the strategic planning of steel dis-

tribution companies, enabling informed decisions on production scheduling, inventory 

control, and procurement management. Chiang Mai Center Steel Co., Ltd., established 

in 2011, has grown from a regional distributor of construction steel products such as 

wire mesh, round steel bars, and structural steel into a major supplier serving eleven 

provinces in Northern Thailand. Over the past decade, the company has expanded its 

portfolio to include construction tools and materials, introduced value-added services 

such as cutting, bending, and drilling of steel, and upgraded its operations through the 

implementation of an Enterprise Resource Planning (ERP) system. In 2022, the com-

pany further strengthened its capacity by opening a warehouse in San Kamphaeng, 

Chiang Mai, tripling its storage space and expanding its fleet to enhance logistics 
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efficiency. Today, its primary customers are government construction contractors in-

volved in infrastructure projects such as roads, bridges, schools, and public buildings. 

 

This research focuses on forecasting sales of WR-44202050, the company’s best-

selling round steel bar, which consistently accounts for a significant share of its reve-

nue. The study examines the influence of macroeconomic indicators including steel 

import and export volumes, construction material price indices, and national GDP 

growth on sales trends. Four forecasting models are developed and compared: the Au-

toregressive Integrated Moving Average with Exogenous Variables (ARIMAX), Long 

Short-Term Memory (LSTM) networks, Vector Autoregression with Exogenous Vari-

ables (VARX), and a Hybrid ARIMAX Multi Layer Perceptron (MLP) approach. Each 

model is trained and tested using historical sales data combined with relevant economic 

variables, and their performance is evaluated using Mean Absolute Error (MAE), Mean 

Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Percent-

age Error (MAPE). 

By systematically comparing statistical, deep learning, and hybrid approaches, this 

study aims to identify the most accurate and practically applicable forecasting method 

for steel sales in this business context. The findings are expected to provide a reliable 

decision-support tool for production planning, inventory management, and strategic op-

erations, while also contributing to the broader understanding of time series forecasting 

in the steel industry. 

2 Related Works 

2.1 Incorporating Exogenous Variable 

Venkatachary M. et al. [1] explains that steel demand forecasting necessitates the 

integration of external macroeconomic indicators such as gross domestic product 

(GDP) growth rates, employment levels, and import–export volumes, as these factors 

exert a direct influence on production processes, pricing strategies, and market demand. 

Sonja S. and Shailesh T. [2] states that historical industrial production data and pre-

vailing market trends play a critical role in identifying the cyclical nature of the steel 

industry, thereby serving as a foundation for formulating strategies and restructuring 

supply chains to align with market conditions. 

The Office of Industrial Economics [3] emphasizes that global factors, including 

commodity price volatility and international trade policies, must be comprehensively 

considered to assess and mitigate the risks of potential market disruptions. 
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2.2 Traditional Forecasting  

Christogonus Ugoh. [4] notes that the ARIMAX model, an extension of ARIMA, 

incorporates exogenous variables, thereby enabling the integration of economic indica-

tors and policy changes into forecasting. 

S. M. Ulyah. [5] highlights that VARX models are particularly well-suited for mul-

tivariate time series forecasting, as they capture the dynamic interplay between produc-

tion levels, demand, and prices. 

Venkatachary M. et al. [1] and Wiwik A. et al. [6] report that comparative studies 

consistently indicate the value of traditional forecasting models for their interpretabil-

ity, adaptability, and scalability, making them applicable to both small-scale operations 

and large enterprises. 

2.3 Deep Learning in Forecasting  

Tian Guo et al. [7] and Thomas Shering et al. [8] demonstrate that deep learning 

methods, particularly Long Short-Term Memory (LSTM) networks, achieve strong per-

formance in time-series forecasting due to their ability to capture long-term dependen-

cies and handle multivariate, non-linear relationships. This capability is especially ad-

vantageous in volatile markets such as steel, where rapid fluctuations in demand and 

supply occur frequently. 

Paulo S. G. de Mattos Neto et al. [9] and Wiwik Anggraeni et al. [6] report that 

hybrid approaches, such as combining ARIMAX with Multi-Layer Perceptrons (MLP), 

leverage the strengths of both seasonality handling from ARIMAX and non-linear mod-

eling from MLP resulting in improved forecasting accuracy. 

3 Data and Methodology 

This chapter outlines the methodology for forecasting steel sales using traditional 

time-series and deep learning models. It covers data acquisition, preprocessing, feature 

engineering, model development, validation, and performance evaluation, as well as 

the creation of an interactive dashboard for result visualization, ensuring a reliable and 

interpretable framework for the steel industry. 

3.1 Dataset 

This study utilizes two primary data sources: internal steel sales transactions and 

external economic indicators that may influence steel demand. Careful collection and 

preparation of both datasets are essential to ensure the accuracy and reliability of the 

forecasting models. 



Data Science and Engineering (DSE) Record, Volume 6, issue 1.                                            436 

3.1.1 Steel Sales Data (Internal Data) 

The internal dataset consists of historical daily sales records from Chiang Mai Center 

Steel Co., Ltd., including fields such as document date, product code, and total trans-

action value. The data, available from January 2022 onward, serve as the dependent 

variable in the forecasting models, as shown in Figure 1. 

 

 

Figure 1:  Example of Raw Sales Transaction Record 

 

From these raw records, daily sales values are aggregated and synchronized with 

external indicators to form a structured time-series dataset suitable for modeling. 

 

3.1.2 External Economic Indicators 

The external dataset is obtained from reputable sources, including the Iron and Steel 

Institute of Thailand and the Office of Industrial Economics. Key variables include the 

steel price index, month-over-month and year-over-year changes, and economic indices 

related to the construction sector, as illustrated in Figure 2. 

 

 
 

Figure 2: Transformed Economic Indicators for Forecasting Model Input 

 

This dataset is aligned with the daily sales data, with missing values interpolated 

using a linear method. Additional derived variables are also created to capture trends 

and market shifts over time. Finally, the internal and external datasets are merged to 

form the complete dataset used in the modeling process. 

3.2 Research Framework 

This study develops a steel sales forecasting framework by integrating both tradi-

tional time-series models and deep learning techniques to identify the economic and 

industrial factors that influence sales, and to generate accurate forecasts for Chiang Mai 

Center Steel Co., Ltd. The framework combines internal daily sales data with macroe-

conomic indicators such as GDP growth rates, raw material prices, and construction-

related price indices, sourced from reputable institutions. 

The process begins with data collection, cleaning, and feature engineering, including 

generating percentage change variables, moving averages, lag features, and seasonal 
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decomposition. Correlation analysis and Variance Inflation Factor (VIF) evaluation are 

then performed to remove redundant features and address multicollinearity. The data 

are subsequently normalized or standardized and resampled to a monthly frequency to 

emphasize trends over noise. 

Modeling is conducted in two categories: traditional approaches (ARIMAX, VARX, 

and ARIMAX–MLP) and deep learning (LSTM). Leave-One-Out Cross-Validation 

(LOOCV) is employed to ensure reliable and unbiased performance assessment. Model 

performance is evaluated using Mean Absolute Error (MAE), Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error 

(MAPE), enabling objective comparison and selection of the most accurate model. 

Finally, the forecasting results are deployed through an interactive dashboard devel-

oped with Streamlit. This interface enables users to visualize historical and forecasted 

sales trends, compare model accuracy, and support strategic production and demand 

planning. The overall workflow is illustrated in Figure 3. 

 

Figure 3: Workflow of Steel Sales Forecasting Model Development.  

3.3 Exploratory Data Analysis and Trend Selection for Forecasting 

Prior to model construction, an exploratory data analysis (EDA) was conducted to 

examine the underlying characteristics, temporal patterns, and potential anomalies 
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within the dataset. This preliminary investigation aimed to establish a comprehensive 

understanding of the sales behavior, facilitate the identification of a representative prod-

uct for in-depth analysis, and ensure that the selected data were suitable for subsequent 

forecasting model development. 

A five-year sales dataset was analyzed to identify the top-selling product. WR-

44202050 recorded the highest cumulative sales and was selected for detailed time-

series analysis, as shown in Figure 4. 

 

Figure 4: Top 5 Best-Selling Steel Products by Total Sales. 

Its daily sales trend shows high variability with occasional peaks, as shown in Figure 

5. 

Figure 5: Daily Sales Trend of Product WR-44202050 

Outlier detection via boxplot indicated that only 5.35% of data points were outliers, 

requiring no removal, as illustrated in Figure 6. 
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Figure 6: Boxplot of Daily Sales for Outlier Detection 

 

Seasonal decomposition (STL) separated the data into trend, seasonality, and resid-

ual components, as presented in Figure 7. 

 

Figure 7: Seasonal Decomposition of Daily Sales Data 

Testing decomposition periods of 30, 90, 180, and 365 days revealed that a 90-day 

period provides the best balance between smoothness and responsiveness for quarterly 

planning, as shown in Figure 8. 
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Figure 8: Comparison of Trends at Different Periods 

Additionally, to further validate the presence or absence of strong seasonality, the 

Autocorrelation Function (ACF) was analyzed, as shown in Figure 9. The ACF plot 

showed that while the autocorrelation at lag = 0 was naturally equal to 1, the values at 

higher lags were low and fell within the confidence intervals. This indicates a lack of 

strong temporal autocorrelation or seasonality, especially annual seasonality. There-

fore, the use of a 365-day period was ruled out, as it was inconsistent with the observed 

data structure. 

 

Figure 9: Autocorrelation Plot of Daily Sales Data. 

Feature selection was performed using the Pearson correlation coefficient with a 

threshold of |r| ≥ 0.4, resulting in several macroeconomic indicators, mainly related to 
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raw material prices and industrial indices, meeting the criteria. To further refine the 

selection and ensure model stability, a Variance Inflation Factor (VIF) analysis was 

conducted to reduce multicollinearity among the variables. The results of the VIF anal-

ysis are summarized in Table 1, which lists the selected external variables along with 

their respective VIF values. 

No. Feature Name 
VIF 

Value 

1 Rate of Change Index 1.93 

2 MoM Change: Steel Import Price 3.83 

3 MoM Change: Metal Ore Import 5.16 

4 YoY Change: Steel and Steel Products 5.58 

5 MoM Change: Steel Export 4.65 

6 Change Index: Steel Export 4.10 

7 Change Index: Construction Materials 1.54 

8 YoY Change Index: Construction Materials 2.10 

9 Change Index: Basic Iron & Steel Manufacturing 3.35 

10 YoY Change Index: Basic Iron & Steel Manufacturing 8.59 

11 Iron Ore Price (CFR China) 2.65 

Table 1: VIF Values of Selected External Variables 

This combined correlation and VIF-based selection process ensured that chosen fea-

tures were statistically significant, contextually relevant, and well-suited for developing 

a robust steel sales forecasting model. 

3.4 Model Development 

3.4.1 Model Development Using ARIMAX 

The ARIMAX (AutoRegressive Integrated Moving Average with Exogenous Vari-

ables) model was employed as the initial approach for steel sales forecasting in this 

study. ARIMAX is a classical statistical time series model that allows the integration 

of exogenous variables to enhance predictive accuracy. Prior to model construction, the 

stationarity of the target time series (steel sales) was tested using the Augmented 

Dickey-Fuller (ADF) test. The initial test yielded a test statistic of -1.51 and a p-value 

of 0.53, exceeding the 5% critical value (-2.87), indicating that the series was non-

stationary. To address this, first-order differencing was applied, and a subsequent ADF 

test produced a p-value of 5.24e-06, confirming that the differenced series was station-

ary and suitable for time series modeling. 

 

For parameter selection and evaluation, the dataset’s limited size of 747 observations 

motivated the use of Leave-One-Out Cross-Validation (LOOCV), ensuring unbiased 

model assessment while minimizing the randomness associated with train-test splits. 

The differencing order d was fixed at 1 (as determined from the stationarity test), and a 
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grid search was conducted for p and q values ranging from 0 to 3. This range was 

deemed appropriate for daily-level data with a relatively small sample size, avoiding 

overfitting and keeping the model parsimonious. The optimal configuration was iden-

tified as (p=0, d=1, q=1) with an AIC of 8393.56, which was used to fit the final 

ARIMAX model, as shown in Figure 10. 

 

Figure 10: Parameter Estimation Results of ARIMAX Model 

Several exogenous variables, such as x2 and x3, had p-values below 0.05, indicating 

statistically significant contributions, while others though not statistically significant 

were retained for their contextual business relevance. 

To assess model adequacy, residual diagnostics were performed using the plot_di-

agnostics() function. The output, shown in Figure 11, includes four primary compo-

nents  
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Figure 11: Residual Analysis of ARIMAX Model Using Plot Diagnostics 

 

• Plot 1: Standardized Residuals (Top Left)  
The standardized residual plot over time is used to assess whether the residuals are 

randomly distributed around zero, which is a core assumption of the ARIMAX model. 

Specifically, residuals should exhibit characteristics of white noise, meaning they 

should be independent and identically distributed without any discernible pattern. If the 

residuals display upward or downward trends or show clear clustering, it may indicate 

that the model has not fully captured the underlying structure in the data. Conversely, 

if the residuals are scattered consistently around the zero line without any clear se-

quence or wave-like structure, it suggests the model is time-appropriate and that no 

remaining bias exists in the residuals. 

The plot shows that the residuals are evenly distributed above and below the zero 

line without any systematic patterns or noticeable changes in amplitude over time. This 

implies no remaining bias and that the residuals have an average close to zero, thereby 

meeting the theoretical assumption. 

 

• Plot 2: Histogram with Estimated Density (Top Right)  
 

The histogram of residuals is used to evaluate the distributional properties of the 
errors. The key assumption here is that residuals should follow a normal distribution. 

This would typically manifest as a bell-shaped curve. If the histogram is skewed or has 

heavy tails, it may suggest a departure from normality, which could affect the validity 

of statistical inference, such as the construction of confidence intervals or hypothesis 

testing. 

 

The histogram appears symmetric with a shape that closely resembles the normal 

distribution. The KDE (orange) and the fitted normal distribution (green) curves largely 

overlap, indicating that the residuals closely approximate a normal distribution, which 

satisfies the assumption of normality required by ARIMAX. 
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• Plot 3: Normal Q-Q Plot (Bottom Left) 

 

The Q-Q (quantile-quantile) plot compares the quantiles of the residuals with 

those of a theoretical normal distribution. The assumption is that the residuals should 

approximately follow a normal distribution. If the residuals are normally distributed, 

the plotted points should fall close to the diagonal reference line (y = x). Deviations, 

particularly at the tails, may indicate skewness or kurtosis, suggesting that the residuals 

deviate from normality and potentially impacting model performance and inference. 

 

Most of the plotted points fall close to the theoretical diagonal line, especially in 

the central portion of the distribution. Although there are minor deviations at the tails, 

the overall pattern supports the assumption of normality, indicating that the residuals 

are well-approximated by a normal distribution. 

 

• Plot 4: Correlogram (Autocorrelation Plot, Bottom Right) 

 

The ACF (Autocorrelation Function) plot of residuals is used to determine whether  
residuals are time independent. The assumption is that residuals should exhibit no sig-

nificant autocorrelation meaning the prediction errors at one time point should not be 

systematically related to errors at another time. Most autocorrelation bars should fall 

within the 95% confidence bounds (typically shaded in light blue). If any lag shows 

significant autocorrelation, it implies the model has not fully accounted for all time 

dependences, and AR or MA parameters may need further adjustment. 

The autocorrelation values drop off quickly after lag 1, and most bars fall within the 

confidence interval. This confirms that there is no significant autocorrelation remain-

ing, and the residuals behave as white noise fulfilling one of the key statistical assump-

tions of the ARIMAX model. 

Based on these analyses, it can be concluded that the ARIMAX (0,1,1) model is 
statistically sound and serves as an effective baseline model for comparison with more 

complex approaches in the subsequent sections. 

3.4.2 Modeling with LSTM 

As an alternative forecasting method, this study applied a Long Short-Term Memory 

(LSTM) neural network, a deep learning architecture well-suited for capturing long-

term dependencies and non-linear relationships in sequential data. Unlike traditional 

statistical models such as ARIMA or ARIMAX, LSTM does not require data station-

arity, enabling the direct use of raw time series data. To ensure numerical stability dur-

ing training, all features and the target variable were standardized using StandardScaler. 
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A look-back window of 120 time steps (≈4 months) was used, incorporating 11 ex-

ternal variables selected through correlation and VIF analysis as explanatory features 

(X), with the 90-day moving average sales trend (Trend_90) as the target (y). The model 

architecture comprised three stacked LSTM layers (256, 128, and 64 units), each fol-

lowed by Batch Normalization and Dropout (0.3), and concluded with two dense layers 

for regression output. Training used the Adam optimizer (learning rate=0.0001) with 

mean_squared_error loss, alongside EarlyStopping (patience=100) and ReduceL-

ROnPlateau. Leave-One-Out Cross-Validation (LOOCV) was applied due to the lim-

ited dataset of 747 records, and the convergence behavior during training is illustrated 

in Figure 12. 

 
Figure 12: Training and Validation Loss Curve of LSTM Model 

 

The loss curves showed a steady decline in training loss and consistently low vali-

dation loss, with occasional spikes corrected promptly, indicating good generalization 

and effective regularization. 

 

In summary, the LSTM model effectively forecasted steel sales from raw, non-sta-

tionary time series, capturing both short-term fluctuations and long-term trends without 

prior differencing, making it a robust and flexible alternative to traditional models.  

3.4.3 Hybrid ARIMAX & MLP Modeling 

This hybrid forecasting approach combines the statistical rigor of ARIMAX, which 

captures linear trends and integrates exogenous variables, with the flexibility of an MLP 

neural network to model nonlinear residual patterns. First, an ARIMAX (3,1,3) model 

was trained on first-order differenced and standardized data, selected via grid search to 

minimize AIC (−4819.96). The model’s residuals representing unexplained variance 
were then used as the target for the MLP. 
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The MLP architecture included a 32-neuron input layer (ReLU), a hidden layer at 

half size with 0.2 dropout, and a single output neuron. Optimized via grid search, the 

configuration achieved a low MSE of 0.0020, indicating effective residual learning. 

 

Overall, this two-stage framework successfully addressed both linear and nonlinear 

patterns in steel sales data, yielding a high-performing and interpretable forecasting 

model suitable for complex, economically driven time series. 

3.4.4 Forecasting Model Construction Using VARX 

The Vector AutoRegression with eXogenous variables (VARX) model is a multi-

variate time series approach designed to capture the dynamic relationships among mul-

tiple dependent variables while integrating external influencing factors. In this study, 

the VARX model was applied to jointly forecast Total Sales Value and Trend_90, the 

latter representing a smoothed sales trend over a 90-day period. The exogenous varia-

bles, primarily economic indicators and steel-related indices, were selected through 

prior feature selection steps combining correlation filtering and multicollinearity reduc-

tion. The dataset was divided into a training set of the first 746 observations and a 

testing set comprising the remainder, with missing values imputed using median values. 

Standardization was applied separately to target and exogenous variables to maintain 

interpretability. 

 

Lag order selection was conducted using statistical criteria from the VAR frame-

work, including the Akaike Information Criterion (AIC), Bayesian Information Crite-

rion (BIC), and Hannan–Quinn Information Criterion (HQIC), with the search extended 

up to 90 lags to capture long-term dependencies. All three criteria suggested a lag of 

90, indicating extended autocorrelation structures likely driven by economic cycles or 

seasonal trends in the steel industry. 

 

The VARX model was then trained using the selected lag and standardized data, 

achieving strong performance metrics as summarized in Table 2.  

 

 
Table 2: VARX Model Summary 
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The table reports a log-likelihood of 2785.47, an AIC of −13.0644, a BIC of 

−10.5888, and an HQIC of −12.1046, all of which indicate a good model fit. Further-

more, the residual correlation between Total Sales Value and Trend_90 was only 0.085, 

as shown in Figure 13, confirming minimal correlation and supporting the assumption 

of residual independence. 

 
Figure 13: Correlation Matrix of Residuals 

 

Overall, the VARX model effectively captures the dynamic structure of steel sales 

and their relationship with external variables. Its multivariate nature allows for model-

ing interdependencies between multiple targets, making it particularly suitable for en-

vironments with interacting economic indicators. With evidence of low residual corre-

lation and an optimal lag structure, the VARX model provides a statistically sound 

foundation for forecasting and serves as a benchmark for comparison with other meth-

ods, including deep learning-based approaches, in subsequent sections. 

3.5 Forecast Evaluation Metrics 

Forecast model performance was assessed using four metrics: Mean Absolute Error 

(MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean 

Absolute Percentage Error (MAPE). 

• MAE measures the average absolute difference between actual and predicted 

values: 

𝑀𝐴𝐸 =
1

𝑛
∑|𝒴𝑖 − 𝒴̂𝑖|

𝑛

𝑖=1

 

 

• MSE calculates the mean of squared errors, penalizing larger deviations: 

 

𝑀𝑆𝐸 =  
1

𝑛
∑(𝒴𝑖 − 𝒴̂𝑖)

2
𝑛

𝑖=1

 

 

• RMSE is the square root of MSE, expressed in the same unit as the original data: 
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𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝒴𝑖 − 𝒴̂𝑖)

2
𝑛

𝑖=1

 

• MAPE expresses forecast error as a percentage of actual values: 

 

𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |

𝒴𝑖 − 𝒴̂𝑖

𝒴𝑖

|

𝑛

𝑖=1

 

  

These metrics provide complementary perspectives for comparing models and se-

lecting the most accurate and reliable forecasting approach. 

3.6 Visualization and Interpretation of Forecasting Results 

In order to bridge the gap between advanced statistical modeling and practical busi-

ness application, this study developed an interactive forecasting dashboard using the 

Streamlit platform. The primary objective of this system is to transform complex out-

puts from the ARIMAX model into clear, actionable visual insights that can be readily 

interpreted by non-technical stakeholders, including sales managers, production plan-

ners, and executives. By integrating multiple analytical functions into a single interface, 

the dashboard enhances decision-making efficiency, facilitates timely responses to 

market changes, and supports collaborative planning across departments. 

The dashboard is structured into three main functional sections. The first section, 

Data Insights, presents sales performance through visualizations such as a bar chart 

displaying the top five best-selling products and a pie chart showing their proportion of 

total revenue, as illustrated in Figure 14. This design enables users to immediately iden-

tify the primary revenue drivers and understand the sales distribution across key offer-

ings. 

 

Figure 14: Sales Overview Dashboard: Top 5 Best-Selling Products and Revenue Proportion 
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The second section, Analysis, focuses on data exploration and statistical diagnostics. 

It includes a time series plot of raw sales data and a box plot for detecting potential 

outliers that may impact model accuracy. Seasonal trends reveal monthly fluctuations 

for the top five steel products between 2020 and mid-2024, as shown in Figure 15. 
Certain products, such as DB-0010 and RB-0017, exhibit sharp sales spikes during spe-

cific periods, possibly due to bulk orders or project-based demands, while others like 

RB-0018 demonstrate more consistent sales behavior. 

 

Figure 15: Seasonal Trend of Top 5 Products 

Statistical analysis for outlier detection further supports data validation and quality 

assurance, as illustrated in Figure 16. 

 

Figure 16: Statistical Analysis Page – Time Series and Outlier Detection 

The third section, Forecasting, provides an interactive environment for applying and 

visualizing ARIMAX model predictions. Users can select forecasting horizons of 7, 30, 

90, or 175 days and instantly view projected trends with associated confidence inter-

vals. Historical forecasting comparisons show a close alignment between observed 
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values and the predicted 90-day steel sales trend (Trend_90), indicating high model 

accuracy for medium- to long-term planning, as shown in Figure 17. 

 

Figure 17: Historical Forecasting Comparison 

The forecasted sales trend for a 175-day horizon provides extended visibility for 

strategic planning, as presented in Figure 18. 

 

Figure 18: Forecasted Sales Trend using ARIMAX – 175-Day Horizon 

Forecasted Trend_90 values from August 31 to September 9, 2024, along with the 

95% confidence intervals, demonstrate stability in predictions, with values ranging be-

tween approximately 41,150 and 41,180 Baht, as shown in Figure 19. The narrow con-

fidence intervals reflect high certainty in the model’s short-term predictions, largely 
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due to the low variability of exogenous variables such as economic indices or import 

indicators, which change gradually over time. 

 

Figure 19: Forecasted Trend_90 with 95% Confidence Intervals – Aug 31 to Sep 9, 2024 

By consolidating forecasting, diagnostics, and visualization into a single accessible 

interface, the dashboard effectively operationalizes predictive analytics for practical 

business use. It empowers non-technical users to interpret forecasting results with con-

fidence, while fostering cross-departmental collaboration by providing a shared, real-

time decision-support tool that aligns with both operational needs and strategic plan-

ning objectives. 

3.7 Tools and Environment 

The sales forecasting models in this study were developed entirely in Python, 

leveraging its extensive ecosystem for time-series modeling, statistical analysis, and 

visualization. Google Colab served as the primary development environment, offering 

cloud-based execution with GPU acceleration, pre-installed libraries, and convenient 

sharing for collaborative research. 

For deployment to non-technical stakeholders, an interactive dashboard was im-

plemented using Streamlit, enabling intuitive exploration of forecast results without 

requiring programming expertise. Core libraries such as Pandas, NumPy, Matplotlib, 

Seaborn, and Plotly supported data manipulation and visualization, while Statsmodels 

and Scikit-learn facilitated statistical modeling and evaluation. Deep learning models, 

including LSTM and the Hybrid MLP, were implemented with TensorFlow and Keras, 

complemented by keras_tuner for hyperparameter optimization. 
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4 Result 

 This chapter summarizes the results of forecasting steel sales using historical data 

and macroeconomic indicators. Four models ARIMAX, LSTM, Hybrid ARIMAX & 

MLP, and VARX were developed and evaluated using statistical metrics to identify the 

most accurate and reliable approach. 

4.1 Forecasting Model Performance 

 To evaluate the accuracy of the forecasting models developed in this study, four 

commonly used error metrics were applied: Mean Absolute Error (MAE), Mean 

Squared Error (MSE), Root Mean Squared Error (RMSE) and Mean Absolute Percent-

age Error (MAPE). These metrics provide a comprehensive assessment of model per-

formance by capturing both the magnitude of absolute errors and the relative percentage 

deviations between predicted and actual values. MAE and RMSE quantify the average 

prediction error in absolute terms, with RMSE placing greater weight on larger errors. 

Meanwhile, MAPE offers insight into the forecast accuracy in percentage terms, which 

is particularly useful for understanding model reliability across varying scales. The 

combined use of these metrics enables a robust comparison of forecasting models under 

different assumptions and complexities. The results of these evaluations are summa-

rized in Table 3. 

 

Model MAE MSE RMSE MAPE 

ARIMAX 4.28 18.28 4.28 0.01% 

LSTM 1,099.47 1,986,197.45 1,409.33 2.83% 

Hybrid ARIMAX & 

MLP 
602.52 363,027.84 602.52 1.47% 

VARX 23.86 1,009.92 31.78 0.06% 

Table 3: Comparison of Forecasting Model Performance Metrics 

4.2 Interpretation of Experimental Results 

 The ARIMAX model delivered the highest accuracy, with low RMSE and MAPE, 

effectively capturing linear patterns and integrating external economic variables. Alt-

hough LSTM excels at learning nonlinear relationships and temporal dependencies, it 

performed the weakest in this study due to the limited dataset size and the discontinuous 

nature of daily sales data. The Hybrid ARIMAX & MLP model outperformed both 

LSTM and VARX by combining linear forecasting with nonlinear residual learning, 

but still fell short of ARIMAX’s performance. The VARX model handled interdepend-

ent variables well for short-term trend forecasting (Trend_90) but performed poorly for 

total sales forecasting, likely due to model complexity or suboptimal parameter selec-

tion. 
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4.3 Summary of Key Findings 

• The experimental evaluation of four forecasting models ARIMAX, LSTM, 

Hybrid ARIMAX & MLP, and VARX yielded the following key insights re-

garding forecasting accuracy and model behavior. 
• ARIMAX consistently outperformed all other models, achieving the lowest 

RMSE (4.28) and MAPE (0.01%). Its success is attributed to its ability to 

model linear trends while incorporating external macroeconomic indicators 

such as GDP growth and construction spending. 

• LSTM exhibited the weakest performance, with an RMSE of 1,409.33 and 

MAPE of 2.83%. The limited dataset (747 monthly records) and lack of fine-

grained temporal resolution (e.g., daily data) likely hindered its ability to learn 

complex temporal patterns effectively. 

• The Hybrid ARIMAX & MLP model showed intermediate accuracy, with 

RMSE of 602.52 and MAPE of 1.47%. While it improved upon LSTM by 

capturing non-linear residuals, it still fell short of outperforming ARIMAX. 

The model’s sensitivity to residual structure and parameter tuning suggests it 

requires careful calibration. 

• VARX performed well on short-term trend forecasting (Trend_90) with 

RMSE of 31.78 and MAPE of 0.06%, but its results on total sales were unsta-

ble due to over-parameterization and potentially inappropriate lag selection. 

• ARIMAX's interpretability and low data requirements make it practical for 

industrial applications, especially when stakeholders require reliable forecasts 

for operational planning and resource allocation. 

• Deep learning models like LSTM may require larger and more granular da-

tasets to perform effectively, while hybrid models offer a promising compro-

mise when both linear and non-linear patterns exist. 

• VARX is suitable for multivariate trend analysis but can be computationally 

expensive and less robust in small-data scenarios due to its sensitivity to model 

complexity. 

These findings emphasize the importance of matching the model architecture 

to both the structure and size of the dataset. In this study, ARIMAX proved most effec-

tive in balancing accuracy, interpretability, and computational efficiency for steel sales 

forecasting. 
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5 Conculsion and Discussion 

5.1 Conculsion 

 This research aimed to develop and compare forecasting models for predicting future 

steel sales using historical sales data combined with relevant economic indicators. Four 

forecasting models were implemented and evaluated ARIMAX, LSTM, VARX, and a 

Hybrid ARIMAX-MLP model. Evaluation metrics including MAE, MSE, RMSE, and 

MAPE were used to assess each model’s accuracy. 

Among all the models, the ARIMAX model yielded the best overall performance, 

showing the lowest forecasting error. This result emphasizes the suitability of 

ARIMAX for time series data with exogenous variables, especially in economic and 

industrial contexts. The best-performing ARIMAX model was also deployed using the 

Streamlit framework, enabling users to interactively visualize and interpret forecasted 

trends. 

5.2 Discussion 

 The findings indicate that the performance of forecasting models depends largely on 

the data structure and the complexity of the model applied. The ARIMAX model 

demonstrated the highest performance due to its strength in capturing linear trends and 

its ability to effectively incorporate external economic indicators to explain steel sales 

behavior. In contrast, although the LSTM model is designed to learn complex nonlinear 

patterns, its performance was limited by the relatively small training dataset (747 rec-

ords), preventing it from reaching its full potential. The Hybrid ARIMAX-MLP model, 

which integrates both linear and nonlinear modeling approaches, also failed to outper-

form the standalone ARIMAX. This may be attributed to overfitting on the residuals or 

insufficient parameter tuning. 

For the VARX model, which is inherently suited for multivariate time series fore-

casting, practical implementation revealed some limitations. The large number of vari-

ables and the high lag order required for optimal performance led to over-parameteri-

zation and increased computational burden, with no substantial gain in forecasting ac-

curacy. As a result, VARX proved less efficient and not cost-effective in this context. 

To present the forecasting results in a user-friendly and interactive format, a light-

weight web application was developed using Streamlit. While there are other platforms 

such as Gradio, Dash, or Voila that can serve a similar purpose, Streamlit was chosen 

due to its simplicity, seamless integration with Python, and suitability for rapid proto-

typing. Since this study was entirely Python based from data preprocessing to model 

development and evaluation Streamlit offered a consistent, low-cost, and open-source 

solution that aligned well with the research workflow. Additionally, its interactive 



Data Science and Engineering (DSE) Record, Volume 6, issue 1.                                            455 

nature allows end users to easily explore forecasting results and gain insights for stra-

tegic decision-making. 

Nonetheless, the study also identified certain internal organizational factors that may 

significantly impact steel sales but were not included in the models. These factors in-

clude inventory management and product aging, which can directly influence pricing 

and profitability. For example, steel that is kept in storage for an extended period may 

develop rust or degrade in quality, reducing its market value. In cases where production 

or procurement exceeds actual demand, companies may face a “stock overhang,” 

prompting price reductions to liquidate inventory and maintain cash flow. These factors 

reflect sales behavior that cannot be fully explained by economic indicators alone. 

Therefore, to enhance forecasting accuracy and better capture real-world business 

dynamics, future model development should consider incorporating internal logistics 

data such as stock levels, purchasing cycles, and inventory turnover rates. Doing so 

would improve not only the precision of forecasts but also support more effective plan-

ning in production, cost management, and inventory control. 

6 Future Work 

 To build upon the current findings, future research may explore the following direc-

tions 

• Data Enrichment: Collect more granular and long-term data, including exter-

nal market and policy indicators, to enhance model training and performance. 

• Refined Variable Selection for ARIMAX: For future research, it is essential 

to refine the variable selection process within the ARIMAX model. Specifi-

cally, a new model should be constructed using only exogenous variables that 

demonstrate statistical significance (P-value < 0.05) after the initial training. 

This approach aims to produce a more concise and interpretable model. How-

ever, reducing the number of explanatory variables may impact the accuracy of 

the forecast. Therefore, it is recommended to conduct a comprehensive evalu-

ation of the model’s performance to determine whether ARIMAX remains the 

most suitable method, and to reforecast using the revised set of variables that 

align with the updated model structure. 

• Real-time Forecasting: Develop a data pipeline that allows real-time integra-

tion of updated indicators, enabling adaptive forecasting and timely monitoring 

of market dynamics. 

• Decision Support Integration: Expand the scope of the model to be part of a 

comprehensive decision-support system for production planning, inventory 

management, and risk assessment. 
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