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Abstract. Customer segmentation is a vital component of data-driven marketing, 

enabling businesses to understand customer behavior and enhance strategic deci-

sion-making. This study explores an efficient segmentation approach using Re-

cency, Frequency, and Monetary (RFM) analysis, combined with multiple clus-

tering techniques, to identify optimal customer groups. Four clustering ap-

proaches were implemented and compared centroid-based density based, distri-

bution-based, and hierarchical clustering (Agglomerative). Each of these algo-

rithms were evaluated based on its ability to form well-separated and meaningful 

clusters, with silhouette score as the primary performance metric. The dataset 

was standardized before applying the clustering models to ensure comparability. 

The results reveal that different algorithms exhibit varying strengths depending 

on the underlying data structure. K-Means demonstrated efficiency in partition-

ing customers into distinct groups but struggled with non-spherical clusters. 

DBSCAN effectively identified outliers but was sensitive to parameter tuning. 

GMM provided flexibility by modeling cluster probability distributions, making 

it suitable for overlapping customer behaviors. Hierarchical clustering offered an 

interpretable structure but required significant computational resources for large 

datasets. Overall, the findings highlight the importance of selecting an appropri-

ate clustering technique for customer segmentation based on data characteristics. 

This study provides valuable insights for businesses aiming to develop marketing 

strategies through data-driven segmentation. 
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1 Introduction 

In today's highly competitive market, gaining insights into customer behavior is 

essential for business success for enhancing customer satisfaction and optimizing 

marketing strategies. Businesses are increasingly leveraging customer segmentation to 
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group customers into meaningful categories based on their purchasing patterns. RFM 

(Recency, Frequency, and Monetary) analysis is a widely used technique that evaluates 

customer engagement based on three key metrics: how recently a customer made a 

purchase (Recency), how often they purchase (Frequency), and how much they spend 

(Monetary) [1]. By analyzing these factors, businesses can identify valuable customers, 

tailor marketing efforts, and improve customer retention [2].  

Conventional segmentation methods, such as rule-based approaches or demo-

graphic, often fail to capture complex purchasing patterns [3]. In contrast, machine 

learning and clustering algorithms have gained significant attention for their ability to 

automatically group customers based on behavioral data. Among clustering techniques, 

centroid-based [4], density-based [5], distribution-based [6], and hierarchical clustering 

(Agglomerative) [7] are widely used for segmentation tasks. However, the effective-

ness of each method varies depending on data distribution, cluster shape, and scalability 

[8]. 

Despite the growing adoption of clustering algorithms for customer segmentation, 

selecting an appropriate technique remains a challenge. Many businesses rely on K-

Means clustering, which assumes that clusters are similar sizes and spherical, poten-

tially leading to misleading results when customer behavior does not conform to these 

assumptions [9]. DBSCAN, while effective for detecting outliers, can struggle with de-

fining appropriate density parameters [10]. GMM provides flexibility by modeling data 

as probability distributions but may be computationally expensive [11]. Hierarchical 

clustering offers interpretability but becomes inefficient for large datasets [12]. Given 

these variations, an in-depth comparison of these clustering methods in the context of 

RFM-based customer segmentation is necessary to determine the most effective ap-

proach [13].   

2 Literature Review 

2.1 Data analytics in marketing  

Customer segmentation is a key component of marketing analytics, allowing busi-

nesses to categorize customers based on shared characteristics. Traditionally, segmen-

tation methods have primarily depended on demographic data, but modern approaches 

leverage machine learning techniques such as clustering algorithms like K-Means, 

DBSCAN, GMM to create dynamic customer segments [14]. RFM analysis is a widely 

used technique that enables marketers to classify customers based on their purchasing 

behavior [15]. 
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Predictive analytics utilizes historical data and machine learning models to anticipate 

future customer behavior. Techniques like regression analysis, decision trees, and neu-

ral networks are employed to forecast customer churn, conversion rates, and sales per-

formance [16]. AI-powered recommendation systems, including collaborative filtering 

and content-based filtering, are widely utilized by companies like Amazon and Netflix 

to personalize customer experiences [17].  

A data-driven analytics approach is proposed for customer segmentation using store 

visit data derived from overall sales records. Additionally, a feature selection method 

is introduced, utilizing product taxonomy as input to categorize customers effectively 

[18]. 

Data preprocessing is a critical and time-intensive step before segmentation, espe-

cially when applying K-means clustering. This process includes outlier removal, data 

scaling, and handling long-tail distributions through data transformation [19]. 

2.2 RFM model 

The RFM model was first introduced by Hughes [20] as a customer segmentation 

technique based on three key behavioral metrics including. Recency(R) How recently 

a customer made a purchase. Frequency(F) How often does a customer make purchases. 

Monetary(M)How much money a customer has spent. 

Customers who score high on all three dimensions are often the most valuable and 

engaged for businesses. Several studies have validated the RFM model as a strong 

predictor of customer lifetime value (CLV) [21]. 

The RFM model is one of the most widely used methods for behavioral segmenta-

tion. This model segments existing customers based on their recency, frequency, and 

monetary. By prioritizing the identification of high-value customers for targeted mar-

keting rather than acquiring new ones, this approach enhances customer retention strat-

egies. Recent measures the number of days since the last purchase, frequency represents 

the total number of purchases, and monetary indicates the total purchase value within a 

specific timeframe. [22] 

The RFM model is widely applied in customer segmentation to categorize customers 

into different groups such as Loyal Customers (high RFM scores), Potential Loyalists 

(moderate RFM scores), Churned Customers (low recency, low frequency). Chen et al. 

[23] showed that using RFM model-based segmentation increases customer retention 

rates by 25% compared to generic segmentation strategies. 

Businesses use RFM analysis to predict customer churn by identifying users with 

low recency and frequency scores. According to Xu and Li [24], integrating RFM with 

machine learning models improves churn prediction accuracy by 15–20% compared to 

using RFM alone. 
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2.3 Machine learning approaches for marketing 

Machine learning in marketing utilizes algorithms to analyze customer data, social 

media interactions, transaction histories, and market trends to uncover valuable in-

sights. ML techniques help in identifying patterns, predicting future trends, and auto-

mating marketing tasks. According to Kotler et al. [25], businesses using AI and ML 

for marketing outperform traditional marketing strategies in customer retention and 

revenue growth. 

Predictive analytics uses machine learning models to forecast customer actions, such 

as purchase likelihood, churn prediction, and sales forecasting. According to a study by 

Kim et al. [26], ML-driven predictive models improve customer retention by up to 40% 

when compared to heuristic-based predictions. 

Recommendation engines personalize marketing efforts by suggesting products, ser-

vices, or content based on user preferences. Research by Zhang et al. [27] found that 

hybrid recommendation systems improve customer engagement by 25% compared to 

single model approaches. 

K-means is widely used across various applications due to its ease of understanding, 

interpretation, and implementation. For example, Chen et al. utilized K-means cluster-

ing alongside decision tree induction to segment customers based on an online retail 

dataset of customer transactions from the UCI repository. [28] Similarly, many studies 

have utilized the K-means algorithm for dataset segmentation. 

Christy conducted a study using RFM analysis on transactional data, followed by 

clustering with traditional K-means and Fuzzy C-means algorithms. The research 

introduced a novel method for selecting initial centroids in K-means. The evaluation of 

these methodologies was based on iterations, cluster compactness, and execution time 

[29]. 

2.4 Clustering algorithm 

K-Means is one of the most popular clustering algorithms, introduced by MacQueen 

in 1967 [30]. It works by Assigning data points to K clusters based on centroid initial-

ization then Iteratively updating centroids to minimize within-cluster variance. Appli-

cations for this algorithm are for Customer segmentation used in marketing analytics to 

group customers based on behavior. Image compression used to Applied in computer 

vision for color quantization. Document clustering for Organizes large text corpora into 

thematic groups. But there are limitations for this algorithm such as Sensitive to initial-

ization of centroids, require predefining K which is challenging for unknown datasets, 

and it struggles with non-spherical clusters and outliers. Several enhancements, such as 

K-Means++ (improves centroid selection) and Elbow Method (optimizes K selection), 

address these limitations. 
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DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a robust 

method that is introduced by Ester [31]. It groups dense regions while identifying out-

liers as noise. The advantage of this model is such as to Detects clusters of arbitrary 

shapes, unlike K-Means, no need to predefine K and can also Handles noise and outliers 

effectively.an applications are for Anomaly detection that used in cybersecurity for 

detecting network intrusions. Geospatial clustering for Groups locations based on den-

sity (e.g., hotspot mapping) Healthcare analytics are also used to identify patient clus-

ters for personalized treatments. But there are some limitations for this algorithm that 

you will find in this model are Sensitive to hyperparameters (eps, min samples) require 

domain expertise. Struggles with varying density regions in a dataset. An improved 

version, Ordering Points to Identify Clustering Structure, extends DBSCAN to handle 

varying densities dynamically. 

The Gaussian Mixture Model (GMM) is a probabilistic clustering method widely 

used in machine learning, particularly in scenarios where clusters exhibit overlapping 

boundaries and varying shapes. Unlike K-Means, which assigns each data point to a 

single cluster, GMM provides soft clustering, where each point has a probability of 

belonging to multiple clusters. It models data as a mixture of multiple Gaussian distri-

butions, allowing for greater flexibility in capturing complex data structures [32]. 

GMM has been successfully applied in various domains, including image segmenta-

tion, speech recognition, customer segmentation, and fraud detection in financial trans-

actions. Despite 9 its advantages, GMM is computationally expensive and sensitive to 

initialization, making it less efficient for large-scale datasets. 

Hierarchical clustering is a tree-based clustering technique that organizes data into a 

nested hierarchy of clusters, making it useful for exploratory data analysis and cluster 

relationships visualization. Unlike partition-based clustering methods such as K-

Means, hierarchical clustering does not require specifying the number of clusters in 

advance and is divided into two main approaches: agglomerative (bottom-up) and di-

visive (top-down) [33]. Hierarchical clustering has been widely used in various do-

mains, including biological taxonomy and phylogenetics (identifying genetic relation-

ships), document clustering (grouping articles or research papers), and market segmen-

tation (identifying customer groups based on purchasing behavior). Compared to K-

Means and Gaussian Mixture Models (GMM), hierarchical clustering provides better 

interpretability but is computationally expensive, making it unsuitable for large datasets 

[34] 
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3 Data and Methodology 

3.1 Data  

 This research uses dataset name Online Retail from website UCI Machine Learning 

Repository. Transnational data set which contains all the transactions occurring be-

tween 01/12/2010 and 09/12/2011 for a UK-based and registered non-store online re-

tail. Due to its large volume and widespread use in developing algorithms for retail 

customer segmentation, this dataset has 541,909 entries and includes eight distinct var-

iables including 

 

Invoice No: A unique identifier for each transaction.  

Stock Code: A unique product code assigned to each item.  

Description: The name or description of the product.  

Quantity: The number of units of the product purchased.  

Invoice Date: The timestamp when the transaction occurred.  

Unit Price: The price of a single unit of the product.  

Customer ID: A unique identifier for each customer.  

Country: The country where the customer is located.  

 

 

Fig 1. Original Dataset 

3.2 Framework of Proposed Methodology 

Python is a versatile and powerful tool for advanced customer segmentation, provid-

ing an extensive library ecosystem and an intuitive syntax. Its capabilities enable the 

extraction of meaningful insights from complex datasets. This research utilized various 

Python libraries to streamline the analysis process.  

This research leveraged Pandas for statistical analysis and NumPy for numerical 

computations. Matplotlib and Seaborn were employed for data visualization, with Sea-

born enhancing graphical representation. Scikit-Learn played a crucial role in imple-

menting machine learning algorithms and evaluating performance metrics.  
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Additionally, specialized tools and modules were imported, including Random-

izedSearchCV, LabelEncoder, MinMaxScaler, StandardScaler, PCA, KMeans, 

GausianMixture, Silhouette_score, DBSCAN, and make_blobs, along with various 

evaluation metrics. The warnings module was also utilized to enhance code efficiency.  

 

The experimental setup is illustrated in Figure 2 below. 

 

 
 

Fig 2. Framework of Proposed Methodology 

3.3 Data preprocessing 

Data preprocessing is a critical step in machine learning and clustering analysis, en-

suring that raw data is transformed into a structured and meaningful format before ap-

plying clustering algorithms. This process involves several stages, including data clean-

ing, data transformation, feature scaling, and feature selection, each of which plays a 

crucial role in improving model performance and accuracy. 

The first step, data cleaning, addressing missing values, duplicate entries, and outli-

ers to ensure data integrity. In this study, missing values in attributes such as Custom-

erID and Description were handled using listwise deletion, where rows with missing 

values were removed to prevent bias in clustering models. Duplicate records were iden-

tified and removed to avoid redundancy and model distortion. Outliers, which can sig-

nificantly impact distance-based clustering algorithms like K-Means, were detected us-

ing Z-score analysis and the Interquartile Range (IQR) method, with extreme values 

either removed or transformed to minimize their effect. 

Following data cleaning, data transformation was applied to make categorical and 

time-based data suitable for clustering. Categorical variables, such as country names, 

were encoded using Label Encoding and One-Hot Encoding to convert them into nu-

merical values. Additionally, date-time attributes such as InvoiceDate were trans-

formed into numerical features, including recency, day-of-week, and time-based 
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segmentation, to enhance the effectiveness of clustering algorithms in customer seg-

mentation tasks  

To ensure uniformity in feature scales, feature scaling was applied, as clustering 

algorithms are sensitive to differences in magnitude. Standardization (Z-score 

normalization) was used to transform features into standard distribution by subtracting 

the mean and dividing by the standard deviation. This transformation ensures that all 

features contribute equally to distance-based clustering techniques. Additionally, 

MinMax Scaling was implemented to scale values between 0 and 1, particularly bene-

fiting hierarchical clustering and Gaussian Mixture Models (GMM), which rely on 

probability-based distance metrics.  

Finally, feature selection was performed to enhance computational efficiency and 

model interpretability by eliminating redundant or irrelevant features. Highly correlated 

features were detected using Pearson correlation analysis and removed to prevent re-

dundancy in clustering results. Additionally, Principal Component Analysis (PCA) was 

employed to 13 reduce the dimensionality of the dataset while preserving the maximum 

variance, ensuring that only the most informative features were retained for clustering  

3.4 Silhouette score 

The Silhouette Score is a metric used to evaluate the quality of clusters in a clustering 

algorithm. It measures how well each data point fits within its assigned cluster com-

pared to the nearest other cluster [35]. The score ranges from -1 to 1, where: 

+1: Data points are well-clustered (clear separation between clusters). 

  0: Data points overlap between clusters (ambiguous clustering). 

 -1: Data points are misclassified (closer to another cluster than their assigned cluster). 

Mathematically, the Silhouette Score for a single data point iii is defined as: 

 

 

 (1) 

 

 

where: 

𝑎(𝑖) = Average intra-cluster distance (how close the point is to other points in its 

cluster). 

𝑏(𝑖) = Average nearest-cluster distance (how far the point is from the closest other 

cluster). 
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The Silhouette Score for the entire clustering solution is the means of all individual 

scores. 

3.5 RFM model 

The Recency, Frequency, Monetary (RFM) model is an effective approach for cus-

tomer segmentation, based on three key factors: recency (last purchase date), frequency 

(number of transactions), and monetary value (total spending) [36]. A combined RFM 

Score is computed by concatenating individual scores: 

 

 (2) 

 

This model enables businesses to identify distinct customer segments and tailor mar-

keting strategies accordingly. The RFM model helps businesses identify distinct cus-

tomer segments and develop targeted marketing strategies. Its simplicity and efficiency 

allow companies to optimize resource allocation, prioritizing high-value customers and 

fostering long-term loyalty. To enhance segmentation and extract deeper insights, the 

RFM model can be expanded with additional dimensions or integrated with comple-

mentary methods such as clustering algorithms. This approach has gained significant 

attention for its role in shaping specialized marketing strategies.  

Figure 3 below provides a simplified illustration of the RFM model. 

 

 
 

Fig 3. A simplified illustration of the RFM model. 
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3.6 Clustering algorithm 

Cluster analysis is an iterative process that segments data into clusters based on sim-

ilar characteristics. Clustering techniques are broadly categorized into partition-based, 

hierarchical-based, density-based, and distribution-based methods. 

 Partition-based clustering: (e.g., K-Means) divides data into K distinct groups, 

where K must be predefined. 

Hierarchical clustering: builds clusters progressively, either bottom-up (agglomera-

tive) by merging similar data points or top-down (divisive) by splitting them. Unlike 

partition-based methods, hierarchical clustering does not require a predefined number 

of clusters. 

Density-based clustering: (e.g., DBSCAN) groups data points based on their spatial 

density, making it effective for detecting clusters of irregular shapes while being less 

sensitive to noise. 

Distribution-based clustering: (e.g., Gaussian Mixture Model - GMM) assumes that 

data is generated from a combination of probability distributions. This method is par-

ticularly useful when clusters have overlapping boundaries and follow a specific statis-

tical distribution. 

3.7 Centroid-based Clustering 

Centroid-based clustering is a widely used partitioning approach in which data points 

are grouped based on their proximity to a central representative, known as the centroid. 

The most well-known algorithm in this category is K-Means, where each cluster is rep-

resented by the meaning of its data points. The clustering process begins by initializing 

K centroids, assigning data points to the nearest centroid, and iteratively updating the 

centroids until convergence. The objective function minimizes the sum of squared dis-

tances between data points and their respective centroids, ensuring that similar data 

points are grouped together [37]. 

One of the main advantages of centroid-based clustering is its efficiency and scala-

bility, making it suitable for large datasets. However, it assumes that clusters are spher-

ical and evenly distributed, which may not always be the case in real-world data. Ad-

ditionally, centroid-based methods are sensitive to outliers, as extreme values can sig-

nificantly shift the cluster centers [38]. To address these limitations, variations such as 

K-Medoids (which selects actual data points as cluster centers) and fuzzy c-means clus-

tering (which allows data points to belong to multiple clusters with different degrees of 

membership) have been developed [39]. 

Centroid-based clustering is widely applied in fields such as customer segmentation, 

image processing, and anomaly detection, where defining clear, distinct clusters is es-

sential. Despite its limitations, it remains one of the most fundamental clustering tech-

niques due to its simplicity and computational efficiency [40]. 
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3.7.1 K-Means Clustering 

K-Means is a partition-based clustering algorithm that groups data points 

into K distinct clusters based on their similarities. It is an unsupervised ma-

chine learning algorithm widely used for customer segmentation, image pro-

cessing, anomaly detection, and various other applications. 

In K-Means clustering, the algorithm updates the centroid of each cluster 

by computing the mean of all data points assigned to that cluster. The mathe-

matical formulation is as follows: 

 

 (3) 

 

𝐶𝑗 is the new centroid of cluster 𝑗. 

𝑁𝑗 is the number of points in cluster 𝑗. 

𝑋𝑖 represents each data point in the cluster. 

Objective Function (Cost Function) 

K-Means aims to minimize the sum of squared distances (SSD) between 

each data point and its assigned cluster centroid. The cost function (also 

known as the Within-Cluster Sum of Squares (WCSS)) is given by: 

 

(4) 

 

Where: 

𝐽 is the total within-cluster variance (WCSS). 

𝐾 is the total number of clusters. 

𝑋𝑖 is a data point. 

𝐶𝑗 is the centroid of cluster 𝑗. 

||𝑋𝑖 − 𝐶𝑗||
2
 represents the squared Euclidean distance between a data point 

and its cluster centroid. 

The algorithm minimizes this function by iteratively reassigning points and 

updating centroids until convergence is achieved. 
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3.7.2 K-Medoids Clustering 

K-Medoids is a partition-based clustering algorithm that minimizes the to-

tal dissimilarity between data points and their respective cluster centers, called 

medoids. Unlike K-Means, which selects centroids based on the average of 

data points, K-Medoids selects actual data points as cluster representatives, 

making it more robust to outliers and more suitable for datasets where using 

means is not ideal. 

 

The objective of K-Medoids is to minimize the total dissimilarity within 

clusters. The cost function is given by: 

 (5) 

If 𝐽′ < 𝐽, the swap is accepted, and the new point 𝑋𝑠 becomes the medoid. 

3.8 Density-based Clustering 

Density-based clustering is an unsupervised machine learning technique that groups 

data points based on regions of high density, effectively identifying clusters of arbitrary 

shape. Unlike centroid-based clustering methods like K-Means, which assume clusters 

are spherical, density-based methods identify clusters by detecting dense regions sepa-

rated by sparser areas [41] The most well-known algorithm in this category is DBSCAN 

(Density-Based Spatial Clustering of Applications with Noise), which groups points 

that have a minimum number of neighboring points within a specified radius. Points 

that do not meet this density criterion are classified as noise or outliers. 

A key advantage of density-based clustering is its ability to discover clusters of ir-

regular shapes while being robust to noise and outliers. Unlike K-Means, it does not 

require the number of clusters (K) to be predefined, making it particularly useful for 

datasets where the cluster structure is unknown. However, DBSCAN’s performance is 

sensitive to the choice of parameters, such as epsilon (ε), which defines the neighbor-

hood radius, and minPts, which sets the minimum number of points required to form a 

dense region [42]. Additionally, density-based methods struggle with varying cluster 

densities and high-dimensional data, where defining a meaningful distance metric be-

comes challenging. 

Despite these limitations, density-based clustering is widely applied in anomaly de-

tection, spatial data analysis, and image segmentation, where natural clusters of varying 

shapes and sizes exist. Extensions of DBSCAN, such as OPTICS (Ordering Points to 

Identify the Clustering Structure), have been developed to handle datasets with varying 
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density more effectively [43]. Given its ability to detect noise and complex cluster 

structures, density-based clustering remains an essential tool for exploration data anal-

ysis and real-world applications. 

 

3.8.1 DBSCAN 

DBSCAN is a widely used density-based clustering algorithm that groups 

data points based on their density distribution rather than predefined cluster 

shapes. Unlike K-Means, which assumes clusters are spherical and require a 

predefined number of clusters, DBSCAN identifies clusters of arbitrary shapes 

and automatically detects outliers. It is particularly effective for datasets with 

varying cluster sizes and noise. 

DBSCAN is particularly useful in scenarios where clusters are not well-

separated, as it identifies groups based on their density distribution rather than 

distances to centroids. It is widely applied in anomaly detection, spatial data 

analysis, and customer segmentation, among other domains. 

DBSCAN uses two key parameters to determine cluster structures: 

1. ε (Epsilon) – The neighborhood radius defining the maximum distance 

between two points to be considered neighbors. 

2. minPts (Minimum Points) – The minimum number of points required 

within an ε-radius to form a dense region. 

 

Density Reachability 

A point 𝑝 is directly density-reachable from point 𝑞 if: 

 (6) 

and 𝑞 is a core point, meaning it has at least minPts points within its ε-

radius. 

 

Density Connectivity 

A point 𝑝 is density-connected to a point 𝑞 if there exists a chain of points 

𝑝1, 𝑝2, … , 𝑝𝑛 such that: 

 (7) 

for all 𝑖, and all points in the sequence are core points. 
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DBSCAN Clustering Objective Function 

The DBSCAN algorithm aims to maximize the number of density 

connected points while minimizing the number of noise points: 

 (8) 

 

Where: 

𝐽 is the clustering objective. 

𝑁 is the total number of data points. 

𝑋𝑖 represents each data point. 

𝐶(𝑋𝑖) is the assigned cluster for XiX_iXi. 

𝑑(𝑋𝑖, 𝐶(𝑋𝑖)) is the distance function (e.g., Euclidean, Manhattan). 

The algorithm stops when no new core points are found. 

 

 

3.8.2 OPTICS 

OPTICS (Ordering Points to Identify the Clustering Structure) is an exten-

sion of DBSCAN designed to address its limitations, particularly in datasets 

with varying cluster densities [44]. Unlike DBSCAN, which requires a fixed 

neighborhood radius (ε), OPTICS dynamically adapts the clustering process 

to identify clusters of different densities by sorting data points based on their 

reachability distances. This makes it more flexible and effective for real-world 

datasets where clusters may have different shapes and densities. 

OPTICS follows a similar density-based clustering approach as DBSCAN 

but introduces a new concept called reachability distance, which helps in de-

tecting hierarchical structures in data. The algorithm consists of three main 

steps 

1.Compute Core Distances: The core distance of a point 𝑝 is the minimum 

ε-distance required to include at least minPts neighbors. 

 (9) 

 

2. Calculate Reachability Distances: The reachability distance is computed 

for each point to determine how easily it can be reached from a core point. 
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 (10) 

3. Order Points Based on Reachability Distances: Points are processed in 

increasing order of their reachability distances, forming a density-based hi-

erarchical ordering of clusters. 

3.9 Distribution-based clustering 

Distribution-based clustering is a clustering approach that assumes data points are 

generated from underlying probability distributions. Unlike centroid-based clustering 

(e.g., K-Means) or density-based clustering (e.g., DBSCAN), distribution-based clus-

tering models clusters as statistical distributions and assign data points based on the 

likelihood of belonging to a specific distribution [44]. The most common method in 

this category is the Gaussian Mixture Model (GMM), which assumes that data points 

are drawn from a mixture of several Gaussian (Normal) distributions with unknown 

parameters. 

 

3.9.1 Gaussian Mixture Model (GMM) 

The Gaussian Mixture Model (GMM) is a powerful approach for uncover-

ing intricate patterns in consumer datasets, making it highly effective for cus-

tomer segmentation. By modeling the probabilistic distribution of data points, 

GMM identifies hidden structures and relationships within customer behav-

iors. Unlike traditional clustering algorithms, GMM assumes that data points 

within a cluster follow a Gaussian distribution, allowing it to detect complex 

patterns that might otherwise go unnoticed. Its flexibility enables it to identify 

clusters of varying shapes, sizes, and densities, making it well-suited for so-

phisticated segmentation tasks. For a dataset with N data points and K clusters, 

GMM facilitates the discovery of nuanced customer categories based on be-

haviors, preferences, and interactions. This empowers businesses to develop 

highly targeted marketing strategies tailored to each segment’s specific needs. 

 

In Gaussian Mixture Models (GMM), the probability that a data point  be-

longs to cluster  is given by the Gaussian (Normal) probability density function 

(PDF): 

 

 (11) 
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where: 

𝑥𝑖 is the data point. 

𝜇𝑗 is the mean vector of cluster 𝑗. 

𝛴𝑗 is the covariance matrix of cluster 𝑗, which defines the cluster shape. 

𝑑 is the number of dimensions. 

The total probability of a data point belonging to any cluster is computed 

as a weighted sum of individual Gaussian distributions: 

 

 (12) 

where: 

𝜋𝑗 is the mixing coefficient (the weight of each cluster). 

𝐾 is the number of clusters. 

 

Parameter Estimation Using Expectation-Maximization (EM) Algorithm 

Since the parameters 𝝁𝒋, 𝜮𝒋, 𝝅𝒋 are unknown, they are estimated using the 

Expectation-Maximization (EM) algorithm, which consists of two steps: 

1.Expectation (E-Step): Compute the probability that each data point be-

longs to each cluster using the current parameter estimates. 

2.Maximization (M-Step): Update the parameters (means, covariances, and 

weights) to maximize the likelihood of the observed data. 

This process repeats iteratively until convergence is achieved. 

3.10 Hierarchical Clustering 

Hierarchical clustering is a tree-based clustering algorithm that recursively splits or 

merges data points to form a hierarchy of clusters. Unlike K-Means or DBSCAN, hier-

archical clustering does not require the number of clusters (K) to be predefined. Instead, 

it produces a dendrogram (a tree-like structure) that allows analysts to choose the num-

ber of clusters based on data structure [45]. 

The way distances between clusters are measured affects the clustering outcome. 

Common linkage methods include: 

1.Single Linkage (Minimum Distance) 

The distance between two clusters is defined by the shortest distance between points 

in each cluster. 
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It can create long chain-like clusters. 

  (13) 

2. Complete Linkage (Maximum Distance) 

The distance between two clusters is the farthest pair of points between the clusters. 

Creates compact, spherical clusters. 

  (14) 

3. Average Linkage (Mean Distance) 

Use the average distance between all pairs of points in the two clusters. 

Balances between Single and Complete Linkage. 

  (15) 

4. Centroid Linkage 

The distance is measured between centroids (mean points) of each cluster. 

It can result in distorted cluster shapes if clusters have different densities. 

  (16) 

 

4 Evaluation and Result 

4.1 Data Preprocessing 

The original dataset consists of eight features. However, two features contain miss-

ing values: Description have 540,455 entries, and CustomerID, have 406,829 entries 

from overall 541,909 entries. When expressed as a percentage, CustomerID accounts 

for 24.93% of the missing values, while Description accounts for 0.27%. To enhance 

the model's performance in the subsequent calculation steps, these null values are re-

moved from the dataset. Additionally, duplicate data can impact the analysis, making 

it essential to remove them. After eliminating both missing and duplicate entries, the 

final dataset consists of 401,604 records. Since the dataset consists of real transaction 

records, it may include details such as product cancellations and free gifts, which can 

be identified through the InvoiceNo feature. There are 2% product cancellations of the 

total dataset. Retaining this information allows for deeper data analysis and the 
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discovery of valuable insights. The dataset is organized chronologically by transaction 

date and time. To effectively manage the data, it is essential to identify unique Custom-

erID entries and aggregate each customer's transactions over the entire year. A sample 

data representation of the features is shown in Figure 4 below. 

 

 
Fig 4. Original Dataset Example 

4.2 Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) is a crucial step in any data-driven project as it 

helps uncover patterns, detect anomalies, and ensure data quality before applying ma-

chine learning models. It allows us to identify missing values, outliers, and inconsist-

encies that could impact analysis. EDA also provides insights into data distributions, 

relationships between variables, and feature importance, guiding data preprocessing 

and model selection. 

From this transaction dataset, EDA can be conducted to identify popular products 

and analyze buyer locations, helping to uncover initial purchasing patterns and relation-

ships. This figure 5 displays the top 30 most frequently sold products in the store in the 

past year. 

 

 
Fig 5. Top 30 most Frequent Descriptions 
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Next, we will determine the number of unique stock codes and visualize the top 10 

most frequently occurring stock codes along with their percentage frequency, as illus-

trated in Figure 6 

 

 
Fig 6. Top 10 most frequent stock codes 

 

Most of the unique stock codes (3676 out of 3684) contain exactly 5 numeric char-

acters, which seems to be the standard format for representing product codes in this 

dataset. 

There are a few anomalies: 7 stock codes contain no numeric characters, and 1 stock 

code contains only 1 numeric character. These clearly deviate from the standard format 

and need further investigation to understand their nature and whether they represent 

valid product transactions. 

From EDA the percentage of records with anomalous stock codes in the dataset is: 

0.48%. We find that a very small proportion of the records, 0.48%, have anomalous 

stock codes, which deviate from the typical format observed in the majority of the data. 

Also, these anomalous codes are just a fraction among all unique stock codes (only 8 

out of 3684). 

4.3 RFM Feature Engineering 

After completing data preparation through preprocessing and cleaning, the next step 

is applying Feature Engineering to extract meaningful insights from the data. 

Feature Engineering for RFM Analysis involves transforming raw transaction data 

into three key metrics—Recency, Frequency, and Monetary (RFM)—to effectively 

segment customers: 
Recency (R): Measures of how recently a customer made a purchase. It is calculated 

as the number of days since the last transaction. 

Frequency (F): Represents how often a customer makes a purchase within a given 

period. It derives from counting the total number of transactions per customer. 
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Monetary (M): Indicates the total revenue a customer has generated. It is calculated 

by summing up the total spending of each customer. 

These features are then used to segment customers based on purchasing behavior, 

enabling target marketing and customer retention strategies. 

 

Finally, the basic characteristics of the dataset will be as follows in Figure 7: 

 

 
Fig 7. basic characteristics of the dataset 

 

To enhance customer segmentation analysis, we created the RFM Segment column 

based on the calculated Recency (R), Frequency (F), and Monetary (M) scores. By 

combining these three key behavioral indicators into a single labeled segment, such as 

Champions, Big Spenders, At Risk, or Lost, we can translate complex numerical RFM 

scores into intuitive customer categories. This segmentation provides a clearer and 

more actionable understanding of customer value and engagement levels, allowing 

businesses to tailor marketing strategies more effectively to different customer groups. 

 

 

 
Fig 8. basic characteristics of the dataset and RFM_Segment 

 

 

The RFM Segment column was created by applying a rule-based classification using 

the Recency (R), Frequency (F), and Monetary (M) scores. Specifically, customers 

were assigned to segments according to the following logic: if a customer had high 

scores in all three dimensions (R ≥ 4, F ≥ 4, and M ≥ 4), they were labeled as Champi-

ons, representing highly valuable and engaged customers. If a customer had high Re-

cency and Frequency scores but not necessarily high Monetary value, they were classi-

fied as Loyal Customers. Customers with high Recency and Monetary scores but not 

Frequency were grouped as Big Spenders. Meanwhile, customers with a low Recency 

score (R ≤ 2), indicating a long time since their last purchase, were categorized as Lost. 

All other customers who did not meet the above conditions were labeled At Risk, 
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signaling declining engagement. This rule-based segmentation helps to translate raw 

RFM scores into actionable customer groups for targeted business strategies. 

 

 

 
Fig 9 Customer Distribution by RFM Segment 

 

Besides RFM (Recency, Frequency, Monetary) analysis, other feature engineering 

techniques for customer segmentation include customer lifetime value (CLV), purchase 

trends, seasonal buying behavior, average order value, and churn prediction features. 

These features provide deeper insights into customer behavior, helping businesses per-

sonalize marketing strategies, improve retention, and maximize revenue. Feature engi-

neering is essential because raw data often lacks structure and meaningful patterns. By 

transforming data into relevant features, we enhance model performance, ensure better 

segmentation accuracy, and drive more informed decision-making. 

In addition to the RFM (Recency, Frequency, Monetary) model, we selected Cus-

tomer Diversity, Average Days Between Purchases, and Shopping Hour because these 

features add behavioral and temporal context that the traditional RFM model alone may 

miss. These dimensions enrich the segmentation by capturing customer variability in 

time patterns, purchase intervals, and behavior diversity. 

Customer Diversity feature reflects how varied a customer's purchases are across 

different product categories or departments. According to Ngai [46], incorporating be-

havioral variety can improve targeting and retention strategies by distinguishing be-

tween generalist and specialist buyers. Customers with high diversity may respond bet-

ter to broad campaigns, while low-diversity buyers may need tailored promotions. 

Average Days Between Purchases captures the temporal regularity of purchases. 

While Frequency tells how often, this feature tells how consistently a customer returns. 
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It is useful for identifying habitual vs. sporadic customers. According to Parvaneh [47], 

inter-purchase time is a strong signal for understanding lifecycle stage and loyalty po-

tential. 

Shopping Hour represents the purchase time behavior, helping to capture customer 

preferences in shopping patterns — e.g., daytime vs. nighttime buyers. This can be 

useful for marketing timing and personalization. Liu & Shih [48] suggest that temporal 

data such as transaction times can provide critical insights into customer habits that go 

beyond monetary value alone. 

We incorporated 3-4 additional feature engineering elements, including Customer 

Diversity, Average Days Between Purchases, and Shopping Hour. As a result, the final 

dataset is structured as shown in figure 10 below. 

 

 

 
Fig 10. The final dataset 

 

Table 4.1 Data information 

Column                                                                      Count                  Dtype   

CustomerID 

Days_Since_Last_Purchase 

Total_Transactions 

Total_Products_Purchased 

Total_Spend 

Average_Transaction_Value 

Unique_Products_Purchased 

Average_Days_Between_Purchases 

Hour 

4274 

4274 

4274 

4274 

4274 

4274 

4274 

4274 

4274 

float64 

int64 

int64 

int64 

float64 

float64 

int64 

float64 

int32 

 

4.4 Correlation analysis and Feature Scaling 

Correlation analysis helps identify relationships between variables, ensuring that re-

dundant or highly correlated features do not negatively impact model performance. It 

also aids in feature selection by highlighting the most relevant attributes for segmenta-

tion. Feature scaling is essential because clustering algorithms like K-Means and GMM 
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are sensitive to differences in magnitude. Scaling techniques, such as Standardization 

or Normalization, ensure that all features contribute equally, preventing dominance by 

variables with larger numerical ranges and improving clustering accuracy. 

 

 

Fig 11. Dataset Correlation 

 

Now we use Standard Scaler to ensure that all features have a mean of 0 and a stand-

ard deviation of 1, making them comparable in scale. This is crucial for clustering al-

gorithms like K-Means, GMM, and Agglomerative Clustering, which rely on distance 

measurements. Without scaling, features with larger numerical ranges (e.g., Monetary 

value) could dominate those with smaller ranges (e.g., Recency). Standardization im-

proves model performance, speeds up convergence, and prevents bias in clustering, 

leading to more accurate segmentation results. The result we got can be shown in figure 

12 below. 

 

Fig 12. Standard Scaler Dataset 
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4.5 Model performance 

Table 4.2 RFM + 3 Feature Silhouette Score Result 

Clustering Algorithm Silhouette Score Execution Time 

(Second) 

K-Means 0.37 4.32 

K-Medoid 0.32 47.27 

DBSCAN 0.63 6.78 

GMM 0.22 7.23 

Hierarchical 0.29 27.4 

 

Table 4.3 Only RFM Silhouette Score Result 

Clustering Algorithm Silhouette Score Execution Time 

(Second) 

K-Means 0.91 4.56 

K-Medoid 0.44 53.46 

DBSCAN 0.75 2.12 

GMM 0.46 8.73 

Hierarchical 0.90 33.75 

 

In conclusion, while the DBSCAN method achieves a relatively high silhouette score 

of 0.63, it is limited to only two clusters. When additional clusters are introduced, the 

silhouette score drops significantly. 

When comparing K-Means and K-Medoids, both are widely used today because they 

allow for manual specification of the number of customer groups. In contrast, DBSCAN 

is advantageous for automatically identifying customer segments based on data density, 

making it efficient in cases where the optimal number of clusters is unknown. However, 

DBSCAN may generate more than 10 clusters, which may not always be necessary for 

certain businesses. As shown in the table, the clustering efficiency of these methods 

ranks second, with silhouette scores of 0.37 and 0.32. 

For K-Means with 6 clusters, the silhouette score is 0.24, while for K-Medoids with 

7 clusters, the silhouette score is 0.19. This is the most optimal value for segmenting 

customers into more than two groups. 

The remaining methods, Hierarchical Clustering and GMM have the next lowest 

efficiencies, with silhouette scores of 0.29 and 0.22, respectively. When segmenting 

into more than two clusters, GMM achieves its highest silhouette score of 0.09 with 3 

clusters, while Hierarchical Clustering reaches 0.2 with 6 clusters. 
From the experimental results shown in Table 4.2 and Table 4.3, the clustering per-

formance, as measured by the Silhouette Score, is significantly higher when using only 

the RFM features compared to using RFM plus the three additional features (Customer 

Diversity, Average Days Between Purchases, and Shopping Hour). For example, K-
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Means clustering achieved a Silhouette Score of 0.91 with only RFM, while it dropped 

drastically to 0.37 when additional features were included. Similar trends were ob-

served across all other algorithms. 

This decline in clustering quality can primarily be attributed to the curse of dimen-

sionality. When additional features are added, the feature space becomes higher-dimen-

sional, causing the distance between data points to become less meaningful. As a result, 

the clusters become less well-defined, leading to lower Silhouette Scores. Moreover, if 

the newly added features are not highly informative or are weakly correlated with the 

original RFM dimensions, they can introduce noise, further degrading the quality of 

clustering. 

Additionally, the added features may have different scales, distributions, or levels of 

importance compared to the RFM features. Even though the data was standardized, 

differences in the intrinsic structure of the features could still disrupt the natural group-

ing pattern that RFM features alone were able to capture effectively 

5 Conclusion 

This study aims to develop a customer segmentation model to improve decision-

making processes in the retail industry. In this industry, handling large datasets is cru-

cial, making AI-driven and machine learning techniques essential for business devel-

opment in the modern era. While DBSCAN achieves the highest value, practical busi-

ness considerations suggest that customers should be segmented into at least two groups 

but not an excessive number to maintain meaningful insights. 

The most suitable method for this sample dataset is K-Means clustering, primarily 

because it allows for selecting the desired number of clusters. This flexibility is partic-

ularly useful when there is an initial segmentation of customers, such as high-, medium- 

and low-spending groups. The RFM model is a widely used approach for preliminary 

segmentation, and K-Means is both efficient and easy to implement in this context. 

However, caution is needed as this method is highly sensitive to outliers. If the data is 

not properly managed during preprocessing, it may significantly impact the accuracy 

of the analysis results.  

In DBSCAN, the number of clusters cannot be predefined, making it effective for 

handling unstructured data. However, its main drawback is that it becomes highly re-

source-intensive when working with large datasets.in conclusion, If customer data is 

highly irregular, contains noise, or needs anomaly detection DBSCAN will be more 

effective. 

Both Gaussian Mixture Model (GMM) and Hierarchical Clustering can be effective 

for customer segmentation, but their suitability depends on the dataset characteristics 

and business objectives. GMM remains a viable option as it allows for specifying the 

number of clusters, like K-Means, and is particularly useful when customer segments 

have significant overlap. However, its main drawbacks include being computationally 
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more expensive than K-Means and highly sensitive to initial values—an incorrect ini-

tialization can lead to poor clustering results.  

The hierarchical clustering method is ideal when the exact number of clusters is un-

known, as a dendrogram can help determine the optimal segmentation. This approach 

provides a clear visual representation of the clustering structure, making it useful for 

interpretation. However, it is best suited for small datasets, as it becomes computation-

ally expensive with larger data. Its main drawbacks include long processing times, lack 

of flexibility in adjusting segmentation parameters, and sensitivity to outliers, which 

can distort the cluster structure. If a clear hierarchical view of customer groups is 

needed and the dataset is not too large, hierarchical clustering is a strong choice. 
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