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Abstract. In recent years, Large Language Models (LLMs) have demonstrated 

significant potential in various applications, including healthcare, education, and 

customer support. This study investigates the integration of LLMs into group chat 

environments to facilitate medical counseling between doctors and heart disease 

patients. Traditional chatbot systems primarily operate in one-on-one interac-

tions, which can lead to redundant queries and inefficiencies in medical consul-

tations. This research introduces a novel chatbot system designed for group chat 

settings, allowing multiple users and medical professionals to interact seamlessly 

within the same conversation.The chatbot system retrieves medical knowledge 

from a predefined document database using an information retrieval model to 

ensure responses are relevant and accurate. A verification mechanism is inte-

grated, enabling doctors to review and validate chatbot-generated responses be-

fore they are presented to patients. The study employs hypothesis testing and real-

world evaluations to measure chatbot performance across three key dimensions: 

response accuracy, response speed, and user satisfaction. Experimental results 

indicate that group chat environments improve communication efficiency, reduce 

repetitive queries, and enhance patient engagement compared to traditional one-

on-one chatbot interactions.Furthermore, user feedback highlights the strengths 

and limitations of the proposed system. While the chatbot successfully provides 

relevant medical information, challenges remain in ensuring response accuracy, 

reducing response time, and improving contextual understanding in group con-

versations. Future work will focus on refining chatbot algorithms, enhancing nat-

ural language processing capabilities, and expanding the medical knowledge base 

to support a wider range of healthcare scenarios. This research underscores the 

potential of LLMs in transforming digital healthcare support, making medical 

consultations more efficient, accessible, and collaborative. 

Keywords: Large Language Model, Natural Language Processing, Information 

Retrieval, Question Answer System, Chatbot, Generative AI 
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1 Introduction 

In today's world, Large Language Models (LLMs) in generative AI have become 

popular across various fields such as business, education, and healthcare. LLMs are 

trained on vast amounts of data to achieve optimal performance in understanding natu-

ral language, enabling applications like question-answering systems, text content gen-

eration, and recommendation systems. 

However, while LLMs represent state-of-the-art technology, certain tasks necessi-

tate domain expertise, particularly in fields like medicine where issues of legality and 

user safety are paramount. For instance, recommending drugs in medical contexts re-

quires specific knowledge and adherence to regulations. 

To address this challenge, one solution is to constrain chatbots to provide responses 

based on predefined documents and then employ domain experts to verify these re-

sponses. This approach ensures that the chatbot retrieves information using an infor-

mation retrieval system to locate relevant documents based on user queries. 

Most LLM chatbots are designed for one-on-one interactions, where each chatroom 

hosts only a single user and bot, as seen with platforms like ChatGPT and Gemini. This 

setup necessitates creating separate chatrooms for each user, leading to time wastage in 

explaining problems repeatedly between different users and the chatbot. 

To address this issue, we propose integrating chatbots into chat groups, allowing 

multiple users and chatbots to interact within a single chatroom. This setup would ena-

ble users to seamlessly switch between chatting with other users and engaging with 

different chatbots. This experimental approach aims to demonstrate that chat groups 

facilitate smoother dialogues compared to single-user chatrooms. 

However, LLM chatbots like ChatGPT are specifically designed for one-on-one cha-

trooms. To use ChatGPT effectively, users must specify their roles as either User, As-

sistant, or System. Therefore, enabling the chatbot to interact with multiple users ne-

cessitates specifying each user's details in the prompt. 

Moreover, in terms of information retrieval systems, it's crucial to consider the type 

of data being queried, especially in group chats where references to others are common. 

For instance: 

 

User A asks User B: "I feel sick, I have a headache." (User's chat) 

User B asks Chatbot: "What's wrong with User A?" (User asks Chatbot) 

Chatbot responds to User B: "A has a fever." (Chatbot answers user) 

 

In this scenario, the chatbot may misunderstand the query from User B and retrieve 

incorrect information because "What's wrong with User A?" is a vague query. The cor-

rect query should focus on User A's symptoms, such as "I feel sick, I have a headache." 

This distinction highlights the importance of precise queries in ensuring accurate re-

sponses from the chatbot. 
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2 Literature Review 

2.1 Basic Data Science Literature 

2.1.1 Statistics for Data Science 

Statistics for Data Science involves techniques for analyzing data descriptively, such 

as mean, standard deviation, minimum, maximum, and exploring correlations between 

variables. It also encompasses statistical tests like t-tests, z-tests, etc., which are crucial 

for comparing averages or proportions and determining the statistical significance of 

observed differences  

To deepen the analysis, it is important to consider the underlying statistical theories 

and formulas that support accurate result interpretation. The following methods are 

commonly used 

1) Normality-Test 

Normality-Test: Assessing whether a dataset follows a normal distribution is a 

critical step before performing many parametric tests. The Kolmogorov-Smirnov 

test [1] is a popular method for testing normality. The hypotheses for this test are: 

• Null hypothesis (H0): The data is normally distributed. 

• Alternative hypothesis (H1): The data is not normally distrib-

uted. 

•  𝐷 = 𝑠𝑢𝑝𝑥|𝐹𝑛(𝑥) − 𝐹(𝑥)| (2.1) 

𝐷 is the test statistic that measures the largest absolute difference 

between  𝐹𝑛(𝑥) and 𝐹(𝑥). 

𝐹𝑛(𝑥) is the empirical distribution function of the sample. 
𝐹(𝑥) is the cumulative distribution function of the normal distri-

bution 
2) T-Test [2] 

The t-test assesses whether the means of two groups are statistically different 

from each other. There are two main types of t-tests: 

• Paired t-test: Paired t-test: Used when the observations in the two groups 

are dependent (e.g., measurements taken before and after a treatment). 

 
𝑡 =  

𝑑

𝑠𝑑 √𝑛⁄
 (2.2) 

𝑑 is the mean of the differences between paired observations. 

𝑠𝑑 is the standard deviation of the differences. 

𝑛 is the number of pairs. 

𝑡 is the t-value. 

• Independent t-test: Used when the observations in the two groups are in-

dependent. 
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𝑥1 is the mean of first group. 

𝑥2 is the mean of second group. 

𝑛1 is the size of first group. 

𝑛2 is the size of second group. 

𝑠1 is the standard deviation of first group. 

𝑠2 is the standard deviation of second group. 

𝑡 is the t-value. 

The p-value then follows from the table with the t-distribution, where 

the degrees of freedom are obtained via the following equation: 
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2.1.2 Programming for Data Science 

Programming for Data Science is essential for developing and enhancing chatbots. 

It extends to utilizing programming languages such as JavaScript, C#, and Dart to create 

applications that operate across various platforms and cater to specific user needs ef-

fectively. 

2.2 Data Science-Topics Specific Literature 

2.2.1 Cloud Computing 

Cloud Computing plays a crucial role in managing and developing backend 

infrastructure, including virtual machines (VMs) and Docker for system management. 

It facilitates easy deployment and management of various APIs and services such as 

Firebase Firestore and OpenAI-text-generation, enhancing scalability and efficiency. 

2.2.2 Information Retrieval 

Information Retrieval techniques are employed in searching for and retrieving 

relevant information and documents based on user queries. This involves storing doc-

uments in various formats to optimize space and ensure rapid access. Evaluating the 

effectiveness of information retrieval systems helps gauge their performance and rele-

vance. 

To understand how to evaluate and optimize information retrieval systems, it 

is important to delve into some key theoretical models and evaluation metrics. 

• BM25 [3]: is a ranking function used by search engines to estimate the 

relevance of documents to a given search query. It builds on the 
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probabilistic information retrieval model and is designed to address some 

of the shortcomings of earlier models like TF-IDF. 

 

 

𝐵𝑀25(𝑑, 𝑄) = ∑ 𝐼𝐷𝐹(𝑞) ∙
𝑓(𝑞, 𝑑) ∙ (𝑘1 + 1)

𝑓(𝑞, 𝑑) + 𝑘1 ∙ (1 − 𝑏 + 𝑏 ∙
|𝑑|

𝑎𝑣𝑔𝑑
⁄ )𝑞∈𝑄

 (2.5) 

𝑓(𝑞, 𝑑) is the term frequency of term q in document d. 

|𝑑| is the length of document d. 

𝑎𝑣𝑔𝑑 is the average document length in the collection. 

𝐼𝐷𝐹(𝑞) is the inverse document frequency of term q. 

𝑘1  is term frequency saturation parameter (typical values 

range between 1.2 and 2.0). 

𝑏 is length normalization parameter (default value is 0.75). 

To measure the effectiveness of information retrieval models, several met-

rics are commonly used. These include Precision@K, Recall@K, Reciprocal 

Rank, and F1-score@K. 

2.3 Domain Knowledge Literature 

2.3.1 Comprehensive Heart Failure Management Program [4] 

A Comprehensive Heart Failure Management Program serves as a vital information 

source for chatbots to answer queries related to caring for heart disease patients. This 

includes details on medications commonly prescribed for heart disease, recommended 

exercises, precautions for patients, and other relevant aspects of heart disease manage-

ment. 

2.3.2 CataractBot [5] 

An AI-powered chatbot developed in collaboration with a tertiary eye hospital in 

India, represents a significant advancement in healthcare communication. Leveraging 

large language models (LLMs), CataractBot addresses the challenge of disseminating 

accurate health information amidst the overwhelming and often inaccurate digital con-

tent available to patients. By querying a curated knowledge base, it provides instant, 

expert-verified responses to cataract surgery-related queries. Its design includes multi-

modal support and multilingual capabilities, making it accessible to a diverse patient 

population. In an in-the-wild deployment study involving 49 participants, CataractBot 

demonstrated its value by offering anytime accessibility, saving time, and accommo-

dating varying literacy levels. The establishment of trust through expert verification 

was a key factor in its success, suggesting that similar expert-mediated LLM bots could 

be effectively utilized in other areas of healthcare to enhance patient engagement and 

information reliability. 
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2.3.3 HUIXIANGDOU-CR [6] 

Coreference Resolution in Group Chats delves into the complexities of resolving 

pronominal references within the context of group chat environments. By preprocessing 

58,000 authentic chat lines and manually annotating 2,302 questions, the research em-

phasizes the challenges posed by the informal and dynamic nature of group conversa-

tions. Leveraging the Qwen series models, fine-tuned using Low-Rank Adaptation 

(LoRA) techniques, the study demonstrates significant improvements in F1 scores, 

highlighting the efficacy of large language models (LLMs) for this specific NLP task. 

The integration of scaling law principles further validates the reliability of the manual 

annotations and the robustness of the model's performance. This research contributes 

valuable insights into the application of LLMs for coreference resolution in group chats, 

showcasing the potential of advanced NLP techniques to enhance communication and 

understanding in digital interactions. 

 

2.3.4 CLINFO-AI [7] 

The rapid expansion of medical literature challenges healthcare professionals in 

staying updated. Traditional retrieval systems like PubMed provide access to vast re-

search but lack efficiency in delivering quick, precise answers. Large Language Models 

(LLMs) have revolutionized natural language processing in healthcare, particularly in 

summarization and question-answering. However, many remain closed-source and lack 

systematic evaluations. 

 Retrieval-Augmented LLMs (RetA LLMs) integrate external knowledge sources to 

enhance accuracy and reduce hallucinations. Clinfo.ai, an open-source RetA LLM sys-

tem, addresses these issues by dynamically retrieving and synthesizing scientific liter-

ature. It employs an LLM chain architecture consisting of query generation, retrieval, 

relevance classification, summarization, and synthesis. 

 Clinfo.ai is evaluated using the PubMedRS-200 dataset, containing 200 medical 

questions with systematic review-based answers. Automated metrics like UniEval and 

COMET assess coherence, consistency, and relevance, demonstrating that Clinfo.ai 

outperforms existing tools such as Elicit and Statpearls. 

 Despite advancements, challenges remain in refining retrieval processes, ensuring 

factual accuracy, and standardizing evaluations. Future research should enhance query 

mechanisms, integrate domain-specific knowledge, and incorporate human evaluation 

to improve AI-generated medical summaries. 

2.3.5 Transformer [8] 

The Transformer is a sequence-to-sequence language model, meaning that both its 

input and output are structured as sequences, such as text or video. In this context, the 

primary data type used is text. The architecture of the Transformer model is illustrated 

in Figure 2.1, consisting of two main components: the Encoder, which learns from the 

input data, and the Decoder, which is responsible for generating the output. Each of 

these components comprises several submodules, as detailed below. 
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Figure 2.1 Transformer Architecture 

 
• Word-Embedding and Positional-Encoding: The Word Embedding 

layer converts words into meaningful vector representations. These vec-

tors are then combined with values from Positional Encoding, as defined 

in Equation 2.6. This step enhances the positional features of words, ad-

dressing the fact that the Transformer model is not inherently a sequential 

model like RNNs or 1D-CNNs. 

  

 

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = sin(𝑝𝑜𝑠 100002𝑖 𝑑𝑚𝑜𝑑𝑒𝑙⁄⁄ ) 

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos(𝑝𝑜𝑠 100002𝑖 𝑑𝑚𝑜𝑑𝑒𝑙⁄⁄ ) 
(2.6) 

𝑝𝑜𝑠 is position of word in sentence. 

𝑖 is position of index in word vector. 

𝑑𝑚𝑜𝑑𝑒𝑙  is dimension of word vector. 
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• Multi-Head-Attention: The Multi-Head Attention mechanism consists 

of multiple Scaled Dot-Product Attention layers, as illustrated in Figure 

2.2. Its primary function is to capture relationships between words. 

In Scaled Dot-Product Attention, inputs from Word Embedding and 

Positional Encoding are multiplied by three weight matrices, 𝑊𝑞, 𝑊𝑘 and 

𝑊𝑣, to produce the matrices: 

o Query (𝑄):Represents the word whose "importance" relative to other    

words is being determined. 

o Key (𝐾):Represents all words in the sequence, used to match against 

the Query. 

o Value (𝑉):Represents the final values used as the output of the atten-

tion mechanism. 

These 𝑄 , 𝐾 , 𝑉  matrices are then used to compute attention scores 

based on Equation 2.7. In the Decoder, certain values may be masked to 

prevent the model from accessing future information. 

In Multi-Head Attention, attention outputs from multiple layers are 

concatenated and multiplied by the weight matrix 𝑊𝑜  to integrate atten-

tion information across all heads, as defined in Equation 2.8. 

 

 
Figure 2.2 (left) Scaled-Dot-Product-Attention (right) Multi-Head-Attention 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = softmax (
𝑄𝐾𝑇

√𝑑𝑘

) 𝑉 (2.7) 

𝑄 is query matrix. 

𝐾is key matrix. 

𝑉 is value matrix. 

𝑑𝑘 is dimension of key matrix. 
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𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = concat(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑2) 𝑊𝑜 (2.8) 

ℎ𝑒𝑎𝑑𝑖  is 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑖 , 𝐾𝑖 , 𝑉𝑖). 

𝑊𝑜is weight output  

 

•  Add And Norm  

The Add and Norm mechanism consists of two key components: 

o Add (Residual Connection) [9]: A residual connection is applied to 

increase the model’s degree of freedom, allowing it to skip certain 

layers and facilitate better gradient flow during training. 

o Norm (Normalization Layer) [10]: A normalization layer is used to 

standardize values, ensuring a mean of 0 and variance of 1. 

To enhance model flexibility, additional learnable parameters, Gamma 

(γ) and Beta (β), are introduced, enabling the model to adjust the scale 

and bias dynamically, as formulated in Equation 2.9. 

 
 

𝑦 =  
𝑥−𝐸[𝑥]

√𝑉𝑎𝑟[𝑥]+𝜖
γ + β (2.9) 

γ is scale parameter (default value is 1). 

β is bias parameter (default value is 0). 

𝜖 is eps (default value is 1e-5). 

 

• FeedForward:The FeedForward network in the Transformer model is a 

standard neural network that typically consists of two hidden layers, as 

shown in Figure 2.3. The first layer is followed by a ReLU activation 

function, after which the output is passed to the second layer, as defined 

in Equation 2.10. 
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Figure 2.3 FeedForward 

 

 

 

𝐹𝑁𝑁(𝑥) = max(0, 𝑥𝑊1 + 𝑏1) 𝑊2 + 𝑏2 (2.10) 

𝑊1is weight parameter of first layer. 

𝑏1is bias parameter of first layer. 

𝑊2is weight parameter of second layer. 

𝑏2is bias parameter of second layer. 

 

• Softmax [11]:The Softmax Activation Function transforms input values 

into a probability distribution, meaning that the sum of all output values 

equals 1, and each individual value falls within the range [0,1]. The Soft-

max function is defined by Equation 2.11. 

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =
𝑒𝑖

∑ 𝑒𝑗𝑛
𝑗=1

 (2.11) 

 

2.3.6 Generative Pre-trained Transformer [12] 

The Generative Pre-trained Transformer (GPT) is a large-scale language model de-

signed for various language tasks, such as text summarization, language translation, 

and question answering. GPT is derived from the Decoder component of the Trans-

former model, as illustrated in Figure 2.1, and is used to generate sentences. 

 

GPT training is divided into two phases: Pretraining and Fine-tuning. 
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 Pretraining trains the model to understand language by learning from a large 

corpus of text. The model samples sentences and predicts the next word. For example: 

 

 "The quick brown fox jumps over the lazy" → "dog" 

 

 Fine-tuning applies transfer learning to retrain the model after Pretraining, ena-

bling it to perform specialized tasks such as language translation. For example: 

 

 Input 

  "Translate Thai to English" // System Prompt 

  "สวสัดี ตอนน้ีก่ีโมง" 

 Output 

   "Hello, what time is it now?" 

 

ChatGPT [13] utilizes the ChatML [14] Format, as shown in Figure 2.4, for chatbot 

interactions. The ChatGPT training process follows Reinforcement Learning from Hu-

man Feedback (RLHF), where human evaluators rate chatbot responses. 

To reduce the number of samples requiring human evaluation, a Reward Model is 

trained to automate scoring. The assigned scores are then used to refine the model, 

improving its ability to generate natural responses. The process follows Figure 2.5 and 

is implemented using Proximal Policy Optimization (PPO) in Reinforcement Learning 

(RL). 

 

 
Figure 2.4 Chat ML Format 
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Figure 2.5 RLHF 

 

2.3.7 Word Embedding [15] 

Word Embedding is a method for converting words into meaningful vectors using a 

neural network. The words are first transformed into one-hot encoding before being fed 

into the model.There are two main models: 

• Continuous Bag-of-Words (CBOW) Model: Predicts the center word us-

ing surrounding words. 

• Skip-gram Model: Predicts the surrounding words using the center word 

instead. 

Both models require specifying the number of nodes (vector dimensions) and the 

window size, which determines the range of words considered for analysis. After train-

ing, the output from the hidden layer (h1) is used as the word vector y, as shown in 

Figure 2.6 and Figure 2.7. 

 



Data Science and Engineering (DSE) Record, Volume 3, issue 1.                                            143 

 
Figure 2.6 CBOW Architecture 

 
Figure 2.7 Skip-gram-Model 

Both models can be used to transform words into meaningful vectors. However, 

when considering their use cases, CBOW is more suitable for large datasets as it trains 

faster than the Skip-gram model. Conversely, the Skip-gram model trains more slowly 
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and is better suited for smaller datasets because it learns from the target word to multi-

ple context words, allowing it to capture relationships between less frequent words 

more effectively. 

 

2.3.8 Retrieval Augmented Generation [16] 

Retrieval Augmented Generation (RAG) is a process that enables LLMs to access 

external information by retrieving data from an Information Retrieval system to use as 

context. RAG can be categorized into three main types as follows  

• NativeRAG: This is the basic form of RAG, consisting of four main com-

ponents: Query, Document, Information Retrieval, and LLM, as shown in 

Figure 2.8.  
• AdvancedRAG: This extends NativeRAG by adding two additional 

components: Pre-Retrieval, which enhances document retrieval effi-

ciency, and Post-Retrieval, which filters retrieved documents to improve 

answer generation. This prevents the LLM from receiving excessive in-

formation, reducing the risk of information overload. The overall process 

is illustrated in Figure 2.9. 

• ModularRAG: This concept designs RAG as distinct modules, each with 

a specific function. These modules work together in various patterns, as 

shown in Figure 2.10. In real-world applications, the system selects the 

most suitable pattern based on the given task. 

 

Figure 2.9 AdvancedRAG Figure 2.8 NativeRAG 
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Figure 2.10 ModularRAG 

 

Additionally, when comparing RAG with Fine-tuning, as shown in Figure 

2.11, across two domains—External Knowledge and Internal Knowledge—it 

is evident that RAG excels in External Knowledge, while Fine-tuning is more 

effective for Internal Knowledge. 

RAG offers greater flexibility by leveraging few-shot learning, which does 

not modify the model’s weights, unlike Fine-tuning, which requires adjust-

ments to some of the weights. However, while few-shot learning provides 

adaptability, it may not always be as effective as Fine-tuning for certain tasks. 

 

 
Figure 2.11 RAG vs Fine-Tuning 
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3 Data and Methodology 

3.1 Data 

The information used as a document source for the chatbot's responses will be based 

on the document “Comprehensive Heart Failure Management Program”, which con-

tains a total of 24,174 words and consists of the following five chapters: 

• Chapter 1 - Types, causes, pathophysiology Signs and symptoms of 

heart failure. Laboratory tests for diagnosis and treatment of heart fail-

ure. 

• Chapter 2 - Drug treatment in heart failure patients with reduced heart 

muscle function. 

• Chapter 3 - Integrated treatment management for heart failure patients. 

• Chapter 4 - Common errors and problems in outpatient treatment of pa-

tients with chronic heart failure. 

• Chapter 5 - The role of the heart failure clinic nurse. 

 The document will be divided into smaller articles and embedded using OpenAI 

Embedding and BM25, then processed through Pipecone for related document retrieval. 

This approach addresses the context window limitation of GPT-4, which supports up 

to 8,192 tokens per input, while also optimizing costs. 

 To divide the document effectively, we employ chunking with overlap. Each 

chunk contains a fixed number of words or sentences, ensuring manageable segments 

that facilitate accurate topic coverage. 

 

 
Figure 3.1 fix size base preprocess 

The challenge arises when a question like "how to deal with polypharmacy 

problems" finds the best match in the first chunk but not in subsequent chunks. To 

resolve this issue, manual segmentation is applied per topic, ensuring each segment 

contains less than 1,500 tokens. 
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Figure 3.2 topic base preprocess 

 Finally each method will have a different word count and number of chunks, as 

shown in Table 3.1 

 

Method Number of 

chunks 

Words per 

chunks 

Overlap words per 

chunks 

Topic-base 70 - - 

N500-O50 54 500 50 

N500-O100 61 500 100 

N1000-O50 26 1000 50 

N1000-O100 27 1000 100 

Table 3.1 Document preparation detail 

3.2 Development 

3.2.1 Developing mobile applications with authentication and version control 

systems. 

 

 
Figure 3.3 UI (left) Login page (right) Application Status 
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From Figure 3.3 on the left illustrates the authentication system in operation, 

while the picture on the right depicts the application update system. 

3.2.2 Develop a Chat Room System 

 

 
Figure 3.4 UI Application Chatroom 

In Figure 3.4 from the left screen, users can view a list of chatrooms upon 

entering. This interface resembles the three left pictures. Within each chatroom, users 

can seamlessly switch between chatting with another user and interacting with a chatbot 

using a toggle tab. The right picture illustrates how a doctor user verifies answers pro-

vided by the chatbot. 

 

3.2.3 Development of Chatbot System 

 

 
Figure 3.5 overview of chatbot system 

From Figure 3.5, when a user sends a question from the mobile application, 

the message is stored in Firebase Firestore. If triggered, the system retrieves the last m 

messages to extract keywords or the main sentence using a Query Builder. These key 

elements are used to query the top n related documents, which are sent to the Filter for 
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rejecting non-related document. Finally, the chatbot generates answers based on this 

context and stores the reply message in Firebase Firestore as a response to the original 

question. 

 

Prompt Design 

The design of a prompt consists of three main components: Query Builder, Filter, 

and Answer Generator. The Query Builder is responsible for generating queries used 

to search for information from the Information Retrieval system. This component is 

detailed in Figure 3.6, which includes the system specifications for defining tasks and 

relevant details for the LLM, along with example inputs and outputs obtained from this 

prompt. 

Once the output from Figure 3.6 is obtained, it is passed to the Information Retrieval 

system as shown in Figure 3.7 to retrieve documents relevant to the query for use as 

context. The retrieved documents are then sent to the Filter, as described in Figure 3.8, 

to reject irrelevant documents. This process enhances the chatbot’s ability to provide 

accurate responses, as failing to remove unrelated documents may cause the chatbot to 

hallucinate attempting to generate answers based on documents that lack the necessary 

information, resulting in responses containing unnecessary details. 

Finally, the chat dialogue and the filtered documents are forwarded to the Answer 

Generator, as outlined in Figure 3.9, to generate the final response. 

 

 
Figure 3.6 Query Builder Prompt 
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Figure 3.7 IR example 

 

 
Figure 3.8 Filter Prompt 
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Figure 3.9 Answer Generate Prompt 

3.2.4 Development of Chat Room Notification System 

 

 
Figure 3.10 UI (left) Application Notify (right) Chatroom Notify 
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In Figure 3.6 on the left picture displays the notification bar, which alerts users 

when the application is not in the foreground. Users have the option to configure noti-

fication settings in the settings page to hide these notifications. 

On the right, notifications are shown within chat rooms when the application 

is in the foreground. A red background color on the room signifies unread messages 

3.3 Deploy 

During the deployment phase, the system will integrate three main compo-

nents. First, the mobile applications will be deployed for Android users through Open 

Testing on the Play Store and for iOS users via TestFlight. Second, the chatbot will be 

packaged as a Docker container and deployed on a Virtual Machine (VM) in the Cloud 

environment to ensure scalability and accessibility. Third, data management will in-

volve storing mobile application data in Firebase Firestore, while document vectors will 

be stored in Pinecone for efficient retrieval and management. This deployment strategy 

aims to optimize performance and user accessibility across different platforms while 

leveraging cloud infrastructure for robust operation 

4 EVALUATION 

This chapter provides a detailed overview of the experimental setup, including the 

configurations and scenario used in the study. It also explains the evaluation metrics in 

each experiment.  

4.1 Experimental Settings 

4.1.1   Experimental 1: Testing Chatbot Accuracy 

In Experimental 1, we aim to assess the chatbot's accuracy in answering ques-

tions and retrieving relevant articles. We have prepared 100 questions categorized as 

follows: 

Question 

• Question Type 1: Medical questions directly from the provided docu-

ment. ( 50 questions in total, with 10 questions allocated per chapter of 

the document.) 

• Question Type 2: Medical questions referring to a third person from the 

provided document. (25 questions in total, with 5 questions allocated per 

chapter of the document.) 

• Question Type 3: General questions referring to a third person.(25 

questions in total.) 

Each answer generated by the chatbot will be verified by three collaborators 

to ensure correctness and evaluate the chatbot's performance in understanding and re-

sponding to diverse types of queries. This experimental setup aims to validate the 
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effectiveness of the chatbot in medical question answering and information retrieval 

scenarios 

 Experimental 2: Role-playing Scenario Testing 

Experimental 2 involves testing with 28 participants, including 14 doctors and 

14 patients. Each participant will role-play based on given scenarios, forming pairs 

consisting of 1 doctor, 1 patient, and 1 chatbot. The experiment includes the following 

steps: 

• Each pair will engage in two chatrooms per scenario: 

1. The first chatroom for single chat interactions. 

2. The second chatroom for group chat interactions. 

• The experiment will be conducted in two phases: 

1. The first phase involves the first 7 pairs using single chat 

first followed by group chat. 

2. The second phase involves the remaining 7 pairs using 

group chat first followed by single chat 

• After completing both chat scenarios, all participants will provide 

feedback on their experiences with the project. 

This experimental setup aims to evaluate the effectiveness of the chatbot in 

both single and group chat settings, as well as gather user feedback to assess usability 

and functionality from both medical professionals and patients. 

4.1.3  Experimental 3: Dynamic Role-playing Testing 

Experimental 3 involves testing with 3 patients and 6 doctors, where each pa-

tient interacts with 2 doctors for their care. Similar to Experiment 2, participants will 

engage in role-playing scenarios with the following approach: 

• Each patient will interact with 2 doctors and 1 chatbot 

• The experiment includes both single chat and group chat scenarios 

without fixed scenarios. 

• Participants will use both chatroom formats interchangeably based 

on the needs of the interaction. 

• The objective is to evaluate the chatbot's performance in dynamic 

healthcare settings with varying interactions and scenarios. 

This experimental design aims to assess the chatbot's adaptability and effec-

tiveness in supporting patient-doctor interactions across different healthcare contexts. 

4.2 Evaluation Metrics 

4.2.1  Experimental 1: Chatbot Performance Evaluation 

Question Answering Accuracy 

The correctness of answers provided by the chatbot will be assessed using a 

majority vote from 3 collaborators, ensuring accuracy in medical question responses. 

Information Retrieval System Accuracy [17] 
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For document searching, Precision@K, Recall@K, Mean Average Precision 

(mAP), and Mean Reciprocal Rank (mRR) metrics will be employed to evaluate the 

effectiveness of the information retrieval system in retrieving relevant documents based 

on user queries. 

• Precision@K 

This metric measures the proportion of relevant documents among the 

top K retrieved documents. 

 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 =  

|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡_𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠@𝐾}|

𝐾
 (4.1) 

 

• Recall@K 

This measures the proportion of relevant documents retrieved in the 

top K results out of all relevant documents available. 

 

 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 =  
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡_𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠@𝐾}|

|{𝑎𝑙𝑙_𝑟𝑒𝑒𝑣𝑎𝑛𝑡_𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
 (4.2) 

   
 

 

• ReciprocalRank@K 

This metric evaluates how early the first relevant document appears in 

the ranked list. 

 

 

• F1-Score@K 

is the harmonic mean of Precision@K and Recall@K, providing a bal-

anced measure of accuracy. 

 

 𝐹1@𝐾 =  2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 + 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾
 (4.4) 

Response Time Analysis 

Response times of chatbot messages will be measured from chat logs. Descrip-

tive statistics including mean, standard deviation, minimum, and maximum will be cal-

culated to analyze response time data. Correlation coefficients will be applied to exam-

ine relationships such as response time vs. length of input text, and response time vs. 

length of output text. Data visualization techniques such as histograms and scatter plots 

will be used to illustrate these correlations. 

 𝑅𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙 𝑅𝑎𝑛𝑘@𝐾 =  
1

𝑟𝑎𝑛𝑘_𝑜𝑓_𝑓𝑖𝑟𝑠𝑡_𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡_𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡@𝐾
 (4.3) 
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 Experimental 2: Hypothesis Testing 

To evaluate the impact of group chat on dialogue smoothness compared to 

single chat, we will employ a t-test hypothesis with a significance level of 0.05 using 

feedback data where each question is scored on a scale of 1 to 5. The dataset will be 

analyzed across two domains: 

1. User Type Comparison (Patient vs. Doctor): Questions will be ana-

lyzed to compare feedback scores between patients and doctors by using 

independent t-test. 

2. Chat Type Comparison (Single Chat vs. Group Chat): Questions will 

be analyzed to compare feedback scores between single chat and group 

chat by using paired t-test. 

Questions for Evaluation 

1. Is the UX/UI beautiful and modern? 

2. Ease of use? 

3. Speed of response time? 

4. Accuracy of answers? 

5. The usefulness of chatbots? 

6. The novelty of chatbots? 

7. In the future, do you want to return to using chatbots? 

8. Comments (note: not used for analysis) 

The t-test will provide statistical evidence to validate whether group chat en-

hances dialogue smoothness compared to single chat, based on user feedback 

across various aspects of usability and performance. This evaluation aims to sup-

port the assumption and provide insights into the preferred chat interaction mode 

in the experimental setting. 

 Experimental 3: Real Patient and Doctor Interaction Testing 

involves evaluating real patient and doctor interactions, mirroring the setup of 

Experimental 2 but with actual healthcare professionals and patients. This iteration aims 

to validate findings from simulated scenarios by observing how real-world dynamics 

influence dialogue smoothness and user perceptions in both single and group chat set-

tings. The study leverages feedback and statistical analysis to assess the effectiveness 

of these interactions in enhancing user experience and optimizing chatbot functionality 

within healthcare contexts. 

5 RESULTS AND DISCUSSION 

5.1 Experimental 1: Chatbot Performance Result 

5.1.1 Information Retrieval System Accuracy 
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Figure 5.1 IR Metrics Result OpenAI 

 

 

Figure 5.2 IR Metrics Result BM25 
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Form Figure 5.1 and Figure 5.2 the best document preparation and embedding 

method was Topic-based BM25, with the following performance metrics: 

• Precision@1: 0.71 

• Recall@5: 0.95 

• Reciprocal Rank@5: 0.82 

• F1@1: 0.71 

For practical use, K = 3 was chosen since increasing K to 5 did not significantly 

improve accuracy. 

 

5.1.2 Chatbot Question Answering Accuracy 

 

Model Total ACC Total Accept Total Reject ACC 

QT1 

ACC 

QT2 

ACC 

QT3 

OpenAI 0.64 0.68 0.31 0.58 0.64 0.74 

BM25 0.74 0.73 0.26 0.72 0.60 0.92 

BM25+Filter 0.81 0.85 0.14 0.82 0.80 0.80 

Table 5.1 Acc Chatbot 

 From Table 5.1, it can be observed that BM25+Filter is the best 

model at total accuracy at 0.81, despite the fact that its ACC for QT3 

is lower than that of BM25. 

 

5.1.3 Response Time Analysis 

 

Model Mean (sec-

ond) 

Std 

(second) 

Min 

(second) 

Max 

(second) 

OpenAI 40.88 51.01 9.00 323.00 

BM25 24.03 12.77 7.00 76.0 

BM25+Filter 30.44 40.54 5.00 381.00 

Table 5.2 Response Time Chatbot 

 From Table 5.2, it is evident that, on average, BM25 provides 

the fastest response at average response time 24.03 ± 12.77 second. 

However, in practical applications, BM25+Filter is preferred due to 

its higher emphasis on accuracy over response speed. 
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Figure 5.3 Correlation Input Token and Response Time 

 

 
Figure 5.4 Correlation Output Token and Response Time 
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Figure 5.5 Correlation Input Token and Output Token 

 

 Figure 5.3 shows the correlation between the number of input 

tokens and response time, while Figure 5.5 presents the correlation 

between the number of input tokens and output, where no relation-

ship is observed. However, Figure 5.4 reveals a correlation of 0.89 

between the number of output token and response time. This is be-

cause when the output tokens are longer, the LLM takes more time 

to generate a response.  

 
5.2 Experimental 2: Hypothesis Testing Result 

 

5.2.1 Paired T-Test 

Figure 5.6 Paired t-test (UX/UI) Figure 5.7 Paired t-test (Easy) 
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Figure 5.8 Paired t-test (Acc) Figure 5.9 Paired t-test (Speed) 

Figure 5.11 Paired t-test (Create) Figure 5.10 Paired t-test (Useful) 
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 Form Figure 5.7 to Figure 5.11, we conducted a Paired Samples T-Test 

to compare the mean values between the single-chat room and the group-chat 

room. The results show that, for the patient user group, the group-chat room 

is considered easier to use and faster in response compared to the single-chat 

room. The red-highlighted areas indicate these findings. The blue-highlighted 

areas represent cases where no significant difference in the mean values was 

found. However, the graphs that were not highlighted indicate that no conclu-

sion could be drawn due to the data not passing the normality test using the 

Kolmogorov-Smirnov method. 

5.2.1 Independent T-Test 

 

 

 

        

Figure 5.12 Paired t-test (Future) 

Figure 5.13 Independent t-test (UX/UI) Figure 5.14 Independent t-test (Easy) 
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Figure 5.15 Independent t-test (Speed) Figure 5.16 Independent t-test (Acc) 

Figure 5.17 Independent t-test (Create) Figure 5.18 Independent t-test (Useful) 
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Figure 5.19 Independent t-test (Future) 

 

From Figure 5.13 to Figure 5.19, we conducted an Independent Samples T-

Test to compare the mean values between the patient and doctor user groups. 

The results indicate that, in most cases, there is no significant difference be-

tween the two groups. 

5.3 Experimental 3: Feedback From Real Patient and Doctor 

 

 
Figure 5.19 User Feedback (UX/UI) 

 
Figure 5.20 User Feedback (Easy) 
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Figure 5.21 User Feedback (Speed) 

 

 
Figure 5.22 User Feedback (Acc) 

 
Figure 5.23 User Feedback (Useful) 
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Figure 5.24 User Feedback (Create) 

 

 
Figure 5.25User Feedback (Future) 

 

 From Figure 5.20 to Figure 5.26, the user review results revealed that 

most users rated the system as "Good" to "Very Good." However, there were 

only two term—speed and accuracy—where some users gave negative feed-

back. The following are some comments from users:  

• “It’s good that it can respond even with misspellings. For doctors, if 

there were more drug information, it would be better. The response 

is slow.” - D1_single_chatroom 

• “Still uses too much medical terminology. Some information is in-

correct.” - D1_multiple_chatroom 

• “There are parts where the answers are in medical terms that patients 

may not understand, such as Stage D.” - D3_multiple_chatroom 

 

 In terms of comparison between the single-chatroom and multiple-cha-

troom, it was observed that the multiple-chatroom was rated slightly better 

than the single-chatroom in terms of ease of use and creativity. The following 

are some comments from users: 

• “Can inquire about initial symptoms.” - P1_multiple_chatroom 

• “Innovative and easy to use. Very useful for heart failure patients.” - 

D2_multiple_chatroom 
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• “Good that it allows verification of the chatbot's answers.” - D3_mul-

tiple_chatroom 

6 CONCLUSION 

This project focuses on developing a chatbot for consulting heart disease patients, 

with doctors and nurses verifying the accuracy of responses. The document used as a 

reference for answering questions is Comprehensive Heart Failure Management Pro-

gram[4]. The document is divided into chunks using various methods to build an Infor-

mation Retrieval System. 

 In Experiment 1 From Table 3.1, along with Figure 5.1 and Figure 5.2, it can be 

observed that BM25 yields the best results compared to other methods, as it achieved 

the highest values for Precision@K, Recall@K, Reciprocal Rank@K, and F1@K 

across all values of K. Additionally, it also retrieved the largest number of documents. 

Regarding chatbot accuracy, Experiment 1 (Table 5.1) found that BM25+Filter per-

formed best, achieving an Accuracy of 0.81. However, in Experiment 3 (Figure 5.23), 

users perceived that the chatbot in a multiple chatroom setting was slightly less accurate 

than in a single chatroom, which aligns with the results in Table 5.1, where Acc_QT2 

was slightly lower than Acc_QT1. This suggests that the chatbot may perform worse 

when answering third-person reference questions compared to one-on-one questions. 

 For response speed, Experiment 1 (Table 5.2) showed that BM25 was the fastest 

method, with an average response time of 24 seconds. However, BM25+Filter was cho-

sen for real-world use, prioritizing accuracy over speed. This aligns with Experiment 3 

(Figure 5.22), where most users perceived the chatbot as slow. 

Regarding the difference between single-chatroom and multiple-chatroom, Experiment 

2 (Figure 5.8) indicated that users found multiple-chatroom significantly easier to use 

than single-chatroom, which was consistent with Experiment 3 (Figure 5.21). 

 For user satisfaction, Experiments 2 and 3 found that most users were satisfied with 

the chatbot, despite lower ratings on speed. Overall, users found both single-chatroom 

and multiple-chatroom chatbots beneficial and creative, and many expressed interest in 

using the chatbot again in the future. 

 However, in the future, a caching system and usage quota should be implemented to 

improve the chatbot’s response speed. In real-world usage, certain questions may be 

repeatedly asked. Retrieving answers from the cache instead of generating new re-

sponses is significantly faster and also helps reduce the number of API calls, ultimately 

lowering costs 
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