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Abstract. Typically, businesses might considerably benefit from user9

behavior when developing their advertising tactics. Click-through Rate10

(CTR) is one of the most efficient metrics that provide insights into ad-11

vertising effectiveness. Moreover, CTR analysis is also used to develop12

advertising tactics for online marketing. Since a person’s lifestyle has13

changed from offline to online during the COVID-19 pandemic, online-14

to-offline (O2O) commerce has emerged. O2O commerce is an efficient15

business model that links offline business activities with online platforms,16

e.g., Facebook ads. In online situations, CTR analysis can predict the17

state or fact of something’s being likely, the probability that something18

on an online review and website advertisements will be clicked. Firstly,19

this paper considers a problem of customer response in online advertis-20

ing based on CTR prediction. Afterward, a research framework for CTR21

prediction based on customer response in online advertising using regres-22

sion models, i.e.linear regression, support vector regression, multi-layer23

perceptron regression, and random forest regression, is proposed.Such24

methods only use certain parameters for learning and ignore temporal25

variance and changes in user behavior The experiments evaluate the re-26

gression model’s accuracy using R-squared. The experimental results are27

visualized on scatter plots to describe the relationship between the num-28

ber of predicted likes and actual likes. The R-squared of the random29

forest regression model is higher than the others, so the random forest30

regression model outperforms the other models in analyzing customer31

response in a tech company’s Facebook ads.32

Keywords: Social network analysis · CTR Prediction · Click-through-33

rate · Regression.34

⋆ corresponding author



Data Science and Engineering (DSE) Record, Volume 5, Issue 1 157

.1

1 Introduction2

During the COVID-19 pandemic, people’s lifestyles have been changed from of-3

fline to online, i.e., online-to-offline (O2O) [12]. O2O commerce is one of the4

popular business models linking offline business activities with online platforms,5

e.g., Facebook Ads. In O2O commerce, consumer behavior is the most compli-6

cated of the other traditional business models because it involves online plat-7

forms. However, two practical popular advertising tools, i.e., sponsored search8

and social media endorsement, can increase traffic and sales for online sellers at9

a retail e-commerce platform. According to Sun et al., 2020, sponsored search10

and social media endorsement can significantly increase seller traffic. [8]11

Raising awareness is the most important to create ads targeting the right12

customer group. Digital marketing tools are online applications that allow a13

marketing team to execute an effective strategy to sell goods or services, such14

as The MarTech Wheel. It is a summary of marketing technologies to support15

lifecycle marketing activities. According to The MarTech Wheel lifecycle, there16

are four stages, i.e., reach, act, convert, and engage. Finally, it transforms into a17

conversion rate. Nevertheless, the Conversion rate should be considered relative18

to a conversion window during which conversions based on a click are measured19

[1]. Click-through Rate (CTR) [11] measures ad performance by measuring two20

factors: display and ad click. Ad clicks prediction [4], or click-through rate pre-21

diction, mainly represents the customer as a static feature set and trains machine22

learning regressor to predict customer interest and attention. Such approaches23

do not consider temporal variance and changes in customer behaviors and solely24

rely on given features for learning. I propose regression frameworks such as lin-25

ear, random forest, and MLP regressor for customer click prediction. The goal is26

to predict customer ad response and campaign-specific ad clicks over a specific27

period.28

Firstly, this paper considers a problem of customer response in online ad-29

vertising based on CTR prediction. Afterward, a research framework for CTR30

prediction based on customer response in online advertising using regression31

models, i.e.linear regression, support vector regression, multi-layer perceptron32

regression, and random forest regression, is proposed. The methodology for this33

framework is as follows. Firstly, the data frame is obtained from a tech com-34

pany’s Facebook page, such as Jib Computer Group, IT City, Advice, Banana35

IT Shop, etc. After that, it is scraped and cleaned to gather a series of the36

Facebook posts, i.e., post id, texts, time, likes, comments, shares, links, images,37

video thumbnail, user id, and username. Next, data patterns, i.e., text analysis38

and image processing, are explored.39

After exploratory data analysis, the data frame consists of 56 features, and40

there are only 52 features that correlate to each other. For setting up the ex-41

periment, there are two parts, i.e., considering all 52 features that correlate42

to each other and considering only features that correlate to the like feature.43
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Subsequently, machine learning models such as linear regression, support vector1

regression, multi-layer perceptron regression, and random forest regression are2

used to predict customer response regarding advertising and campaign-specific3

advertising. The experiments evaluate the regression model’s accuracy using R-4

squared. This statistical measure indicates how much of the variation of a depen-5

dent variable is explained by an independent variable in a regression model. The6

experimental results are visualized on scatter plots to describe the relationship7

between the number of predicted likes and actual likes. The R-squared of the8

random forest regression model is higher than the others, so the random forest9

regression model outperforms the other models in analyzing customer response10

in a tech company’s Facebook ads.11

2 Related Works12

Online advertising is a form that leverages the Internet to deliver promotional13

messages to consumers [14]. Enables sellers to reach out to customers seamlessly14

in many digital media vehicles (e.g., search portals, social media platforms, e-15

commerce platforms, online games, mobile apps, videos, banners, etc.) [11]. Ad-16

vertising boosts the awareness of the shop/product to get customers to click. In17

online advertising, click, ad click prediction or click-through-rate (CTR) predic-18

tion is the goal of measuring the performance of the ads, that is, the suitable ads19

for the right customer to maximize the revenue. Suitable ads bring more visitors20

(traffic) to the shop/product. Hence, more traffic resulting more engagement and21

leads to conversion. Ads can be divided into many types. For instance, an ad22

campaign is most known for promoting. It is a set of ads with a common theme23

that targets similar groups of customers. It is not only accessible for sellers to24

create a campaign that covers many ads promoting the same theme but also25

lets customers quickly focus on what they are interested in and want to click on26

such ads. From what I have read in most articles, updating advertising strategies27

and optimizing consumer revenue is key. However, most existing works focus on28

maximizing ads’ income while ignoring ads’ negative influence on user experi-29

ence [14]. Displaying ads too often may disturb consumers, while displaying little30

may affect income.31

The objectives of the review are two main topics. Firstly, I decided to con-32

duct a systematic literature review on existing CTR prediction research and,33

secondly, identify the current trends and potential future direction worth further34

exploration. The review of attentive capsule network for click-through-rate [6]35

is a more specific transformer method for feature interaction from user behav-36

iors, and another topic is the user’s response of [4], focusing on several classical37

methods for CTR prediction.38

I have reviewed the paper about computational approaches, such as machine39

learning methods for user response prediction [3]. It is the result of the analysis40

from multiple types of research. Most research focuses on algorithmic-driven41

design to solve specific tasks, such as the classification approach. This paper will42

comprehensively review user response prediction in online advertising. Our goal43
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is to provide a thorough understanding of online advertising platforms and the1

typical way of predicting user response. I propose a regression method to analyze2

and make predictions.3

3 The Proposed Research framework4

Fig. 1: The overview of the proposed framework’s methodology.

Fig. 1 shows the proposed framework’s methodology overview. Firstly, the5

data frame is obtained from a tech company’s Facebook page, such as Jib Com-6

puter Group, IT City, Advice, Banana IT Shop, etc., selling IT products from7

2019 to 2022. After that, it is scraped and cleaned to gather a series of the8

Facebook posts, i.e., post id, texts, time, likes, comments, shares, links, images,9

video thumbnail, user id, and username. Next, data patterns, i.e., text analy-10

sis and image processing, are explored. Subsequently, machine learning models11

such as linear regression, random forest regression, and Multi-layer Perceptron12

Regression are used to predict customer response in terms of advertising and13

campaign-specific advertising. Finally, accurately detect the formulated model14

to analyze the customer response in online advertising.15

4 Exploratory Data Analysis16

In this phase, Facebook posts, i.e., post id, texts, time, likes, comments, shares,17

links, images, video thumbnail, user id, and username, can be gathered and18

scraped using the Facebook Scraper API3 where the example is shown in Fig.2.19

3 https://github.com/kevinzg/facebook-scraper?tab=readme-ov-file
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Fig. 2: An example of Facebook’s posts.

The posts mentioned above come from a tech company’s Facebook page, e.g., Jib1

Computer Group, IT City, Advice, Banana IT Shop, in the category of selling2

IT products. These scraped features are stored in Python’s DataFrame. How-3

ever, some features are inappropriate, and the Facebook posts must be cleaned4

to explore a relationship in the data.5

Therefore, some features of the Facebook posts must be modified into numer-6

ical values, such as the post id, the comments, the shares, the user id and the7

username are eliminated. In the series of the likes, the data will be removed from8

the DataFrame unless the number of likes exceeds zero. For the timestamps, the9

series of time are changed to be the date and time format in Python in which10

they are used this particular date and time to analyze a big campaign event on11

the e-commerce platform as a guideline for selecting the effective date, such as12

double-digit day [5], e.g., Shopee 11.11 or Shopee 12.12. Moreover, they are also13

used to create a mid-month campaign and payday for the date and transform14

it using One-Hot encoding. In this paper, first of all, the date is separated into15

five categories as follows the proposed method from [5], i.e., the normal day, the16

mid-month day, the payday day, the pre-hype day, and the spike day, which is17

transformed using One-Hot encoding. Likewise, the time is separated into nine18

categories based on [2], i.e., midnight, early morning, morning, late morning,19

noon, afternoon, evening, late, and very late, and transformed into a sparse ma-20

trix using One-Hot encoding as shown in Fig.??b. Moreover, One-Hot encoding21

is used to transform the links and the video thumbnail to numerical format.22

Next, in the content of the texts, the number of hashtags is considered by23

counting all hashtags in each post. Likewise, the words in the Thai language are24

changed to English using Google Translate to track sentiment analysis on both25

polarity and subjectivity. The CharCount method is used to count and analyze26

the content of the texts.27
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The values of sentiment polarity and sentiment subjectivity are obtained by1

installing and using a Python library called TextBlob4. The polarity is floating2

points from -1 to 1, where -1 represents very negative sentiment, 0 represents3

neutral sentiment, and 1 represents very positive sentiment. The subjectivity is4

floating points from 0 to 1, where 0 represents objective text (facts), and 1 rep-5

resents highly subjective text (opinion). Likewise, the values of lowercase ratio6

are formulated by the ratio of a number of the lowercase (a-z) characters and7

a character length in each row. Meanwhile, the values of uppercase ratio are8

formulated by the ratio of a number of the uppercase (A-Z) characters and a9

character length in each row. Otherwise, the digit ratio is formulated by the10

ratio of a number of the digit (0-9) and a character length in each row. The sym-11

bol ratio is formulated by the ratio of the number of the symbol characters and12

a character length in each row. The log1p emoji count is formulated by applying13

the logarithm function to the total number of emoji(s) plus one in each row.14

Moreover, The CharCount method is also used to determine the key importance15

of the brand’s names in the content of the texts. The log1p CharCount is ana-16

lyzed from the content of the texts, and the numeric contents can be formulated17

by applying the logarithm function to the total number of character(s) plus one18

in each row.19

On the other hand, the impacts of the colors of the images on the post can be20

considered by finding the correlation of each color that is more important in this21

work. The gathered images are extracted into RGB image format, which consists22

of pixels containing three color channels: red, green, and blue. The RGB images23

can be resized to 0-255 using the VGG-16 model, a convolutional neural network24

16 layers deep. For each color, mean, standard deviation, skewness, and excess25

kurtosis (exkurt) are calculated to find the correlation of each color, including26

tri-correlation impacts. Moreover, human detection is essential in considering27

the impacts of user attention on the images. The YOLO model can extract the28

images from the post to learn more about whether the result varies and whether29

the image consists of humans or not [2].30

5 Correlation Analysis31

According to Section 4, the extracted data consists of 52 features, and rela-32

tionships between them are analyzed using the Pearson correlation coefficient.33

Typically, there are two types of relationships: positive correlation and negative34

correlation. A score between +0.5 and +1 can indicate a positive correlation.35

Meanwhile, a score between -0.5 and -1 indicates a high negative correlation.36

Fig.3 shows the Pearson correlation coefficient of all features.37

4 https://textblob.readthedocs.io/en/dev/
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6 Regression Model Formulating1

6.1 Linear Regression2

A linear relationship between one or more factors can be found using linear3

regression. This study uses the most effective technique to examine the per-4

formance of various regression models, including linear regression, to maximize5

prediction and precision based on [7].6

6.2 Support Vector Regression7

Support vector regression is one method for handling regression issues in super-8

vised machine learning. Analyzing the relationship between a dependent variable9

and one or more predictor variables can be done via regression analysis. To learn10

a regression function that maps input predictor variables to output observed re-11

sponse values, Support vector regression formulates an optimization problem. It12

works well with high-dimensional data because it balances prediction inaccuracy13

and model complexity based on [13].14

6.3 Multi-layer Perceptron Regression15

A multi-layer perception regression is a neural network with one or more hid-16

den layers. Its Applications for regression and classification tasks can be found17

in many domains. One of the main goals of neural network research is choos-18

ing the right neural network architecture. Therefore, this paper decided to use19

the regression method. Nowadays, people’s interest in internet advertising has20

increased due to the increasing use of social media platforms. Therefore, this21

paper intends to assess the effectiveness of the Neural Network Algorithm and22

other artificial intelligence techniques in forecasting click-through-rate popular-23

ity, given the growing relevance of online advertising based on [9].24

6.4 Random Forest Regression25

Random Forest Using ensemble learning techniques, regression is a supervised26

learning algorithm. Ensemble learning aims to improve prediction accuracy above27

that of a single model by combining predictions from several machine learning28

methods. However, most already written studies concentrate on classification29

techniques, typically restricted to Breiman’s original approach for regression30

and classification problems. However, many advancements may help resolve var-31

ious real-world issues with online ad prediction. Regression models are used to32

obtain quantitative numbers for click-through-rate estimates, where the gap in33

online ads is found, as previously stated. The dependent variable in classification34

algorithms is qualitative, while the dependent variable in regression methods is35

quantitative based on [10]36
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7 Experiment Evaluation1

According to Section 6, the data input must be normalized before processing2

each regression model to reduce the effect of outliers using the min-max scalar.3

the experiments evaluate the regression model’s performance using R-squared.4

This statistical measure indicates how much of the variation of a dependent5

variable is explained by an independent variable in a regression model. Its val-6

ues range from 0 to 1, where 1 indicates a perfect fit of the model to the data;7

thus, if the R-squared value is large, the model’s performance will also be high;8

otherwise, the model’s performance will also be low if the R-squared value is9

small. Since the model’s performance in training and testing sometimes does not10

behave the same in production, e.g., overfitting or underfitting will be experi-11

enced during the production environment. This paper uses k-fold cross-validation12

to estimate the model’s performance on new data. The dataset is divided into13

ten folds (k=10). The regression models are trained and evaluated ten times,14

using a different fold as the validation set. This experiment for virtualization,15

the scatter plots show the relationship between the number of predicted likes16

of linear regression, support vector regression, multi-layer perceptron regression,17

and random forest regression versus the number of actual likes, respectively, on18

logarithmic scales. The regression models can describe the relationship between19

the number of predicted likes and actual likes based on a range of correlations20

analyzed in Section 5.21

7.1 Setup22

The data in this experiment was gathered from a tech company’s Facebook page,23

e.g., Jib, Computer Group, IT City, Advice, and Banana IT Shop, in the cate-24

gory of selling IT products, and 2,019 posts that were scraped and cleaned to25

explore a relationship and stored in data storage. The regression models were26

implemented with Google Colab5 and analyzed by the Python libraries such as27

Numpy, Pandas, Sklearn, and Matplotlib. The correlation coefficient (ρ) deter-28

mines the degree of each feature’s correlation. After exploratory data analysis,29

the data frame consists of 52 features correlating Facebook posts. For setting up30

the experiment, there are two parts:31

Part 1: Consider all 52 features correlating by focusing on a correlation score32

between +0.5 and +1 and a correlation score between -0.5 and -1.33

Part 2: Consider only features that correlate to the logp1like feature by34

focusing on a correlation score between 0.05 and 1.35

7.2 The model’s performance36

This section shows the relationship between the number of predicted likes of37

the regression models using the scatter plots on logarithmic scales. Each figure38

contains the scatter plot of (a) linear regression (labeled as Linear Reg.), (b)39

5 https://colab.research.google.com/
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support vector regression (labeled as SVR), (c) multi-layer perceptron regression1

(labeled as MLP Reg.), and random forest regression (labeled as RFM Reg.).2

The x-axis of all scatter plots is the number of actual likes on a logarithmic scale,3

while the y-axis is the number of predicted likes on a logarithmic scale.4

Fig. 4: The scatter plots of the four regression models using the height degrees
of the feature’s correlation (−0.5 < ρ < −1 and +0.5 < ρ < +1)

Fig.4 shows the scatter plots of the four regression models in which the height5

degrees of the feature’s correlation (−0.5 < ρ < −1 and +0.5 < ρ < +1) are6

used to train and test each regression model. According to the scatter plots for7

visualization, this experiment used the R-squared value to evaluate the regression8

model’s performance. The train’s R-squared values of all models are very similar,9

i.e., Linear Reg. is 0.860, SVR is 0.842, MLP Reg. is 0.833, and RFM Reg. is10

0.793. On the other hand, The test’s R-squared values of all models are very11

different, i.e., Linear Reg. is 0.116, SVR is 0.483, MLP Reg. is 0.641, and RFM12

Reg. is 0.888. Thus, the RFM Reg’s performance outperforms that of the other13

models.14
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Fig. 5: The scatter plots of the four regression models using only features that
correlate to the logp1like feature (0.05 < ρ < 1)

Similarly, Fig.5 shows the scatter plots of the four regression models that1

only features that correlate to the log1plike feature (0.05 < ρ < 1) are focused.2

According to the scatter plots for visualization, this experiment used the R-3

squared value to evaluate the regression model’s performance. The train’s R-4

squared values of all models are very similar, i.e., Linear Reg. is 0.837, SVR is5

0.791, MLP Reg. is 797, and RFM Reg. is 733. On the other hand, The test’s6

R-squared values of all models are very different, i.e., Linear Reg. is 0.178, SVR7

is 0.382, MLP Reg. is 0.717, and RFM Reg. is 0.888. Thus, the RFM Reg’s8

performance outperforms that of the other models.9

8 Contribution10

Predicting click-through rates (CTR) with regression is useful for online ads. It11

helps in the following ways.12

Firstly, with better results from the campaign, CTR prediction helps improve13

ad targeting by finding the people most likely to click. There are more conversions14
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(like purchases) and a better return on ad spend (ROAS) for advertisers when1

marketers get more clicks on their ads.2

Secondly, there is a Better experience for users by guessing the CTR; plat-3

forms can keep users from seeing ads that aren’t relevant to them. This makes4

the experience better for users by showing ads more likely to be useful and5

interesting, making them more engaged and happy.6

Lastly, Personalized Delivery of Ads in Regression analysis in CTR prediction7

helps figure out what about the person and the ad makes people click. This8

makes it possible to personalize ads and make them more relevant and effective9

by focusing on specific groups of users.10

9 Conclusion11

Since a person’s lifestyle has changed from offline to online during the COVID-12

19 pandemic, a business model links offline business activities with online plat-13

forms, e.g., Facebook ads. In online situations, CTR analysis can predict the14

state or fact of something’s being likely, the probability that something on an15

online review and website advertisements will be clicked. This paper considers a16

problem of customer response in online advertising based on CTR prediction. A17

research framework for CTR prediction based on customer response in online ad-18

vertising using regression models, i.e.linear regression, support vector regression,19

multi-layer perceptron regression, and random forest regression, is proposed. The20

methodology for this framework is as follows. Firstly, the data frame is obtained21

from a tech company’s Facebook page. After exploratory data analysis, the data22

frame consists of correlated features. For setting up the experiment, there are23

two parts, i.e., considering all 52 features that correlate to each other and con-24

sidering only features that correlate to the like feature. Subsequently, machine25

learning models such as the Linear Reg. model, the SVR model, the MLP Reg.26

model, and the RFM Reg. model are used to predict customer response regard-27

ing advertising and campaign-specific advertising. The experiments evaluate the28

regression model’s accuracy using R-squared, and the results are visualized on29

scatter plots to describe the relationship between the number of predicted likes30

and actual likes. The R-squared of the random forest regression model is higher31

than the others, so the random forest regression model outperforms the other32

models in analyzing customer response in a tech company’s Facebook ads.33
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