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Abstract. This independent study is to develop a system to analyze the behavior of 
customers who use mobile phones by using the Clustering model as a tool to group 
customers according to their behavior. The researcher conducted a comparative study 
of appropriate behavioral grouping. It was divided into two sub-studies to study 
clustering by constructing two basic models: K-means and DBSCAN from those two 
basic models to find the most suitable clustering method for the data set 
characteristics. this Comparison of the average accuracy of classification of customers 
in each group from all five models: Random Forest, Decision Tree, SVM, Naïve 
Bayes, and KNN. Performance measurement of the system developed in this study. It 
is a comparison of accuracy found that K-means clustering has better customer 
classification efficiency than DBSCAN. From the experimental results, it can be said 
that the K-means model has a higher mean accuracy of five classification models than 
DBSCAN. 
 
Keywords: Clustering, Classification 

1. Introduction 

Wearesocial's annual digital behavior survey found that digital usage has found interest in digital 
usage among people across the world. Maybe because of the COVID-19 period. forced to work Sales 
and meetings via digital are tightly packed. And people want to go back to their pre-pandemic lifestyle. 
But the use of social media, and buying Ads by marketers, brands or pages continues to grow as 
before. because people are familiar with and want to reinforce brand visibility more Looking 
specifically at mobile behavior in 2022, there are over 5.31 billion mobile phone users globally or 
67.1% of the world's population. which increased by +1.8% or more than 95 million people compared 
to the previous year interestingly, the number of mobile phones with active connections is higher than 
8.28 billion. which grew from the previous year to 2.9%, or a figure of 233 million. 

Therefore, big data is difficult to identify and analyze customer types. It can be in an unstructured 
or semi-structured format. This type of data is called big data. Research shows that big data has many 
uses. For example: Use data to attract and retain customers. Customers are the most important asset 
you should pay attention to. No enterprise can succeed without a strong customer base. However, even 
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if you have a strong customer base, however, if you neglect to study what customers really want, it's 
easy to put forward what they don't want. Eventually, you will lose customers, which will hinder your 
path to success. Use big data Help your enterprise better observe customer patterns and trends by 
easily collecting all customer information needed. This means that it is easier to understand customers 
in the digital era. Through data analysis and customer behavior observation mechanisms, enterprises 
can obtain in-depth customer behavior data. This is crucial to maintain the customer base of the 
enterprise. Understanding customer insight will enable the enterprise to meet customer needs. This is 
the most basic step to achieving the goal of customer care and is also the key to establishing enterprise 
or brand loyalty. 

2. Literature Review 

2.1. Clustering method 

DBSCAN (Density-Based Spatial Clustering of Applications with Noise: DBSCAN groups data 
points together based on the distance metric. It follows the criterion for a minimum number of data 
points. It can discover clusters of different shapes and sizes from a large amount of data, which is 
containing noise and outliers. It takes two parameters – eps and minimum points. Eps indicates how 
close the data points should be to be considered neighbors. The criterion for minimum points should 
be completed to consider that region as a dense region. 

K-Means Clustering: K-Means clustering is one of the most widely used algorithms. It partitions 
the data points into k clusters based on the distance metric used for the clustering. The value of ‘k’ is 
to be defined by the user. The distance is calculated between the data points and the centroids of the 
clusters. The data point which is closest to the centroid of the cluster gets assigned to that cluster. 
After an iteration, it computes the centroids of those clusters again and the process continues until a 
pre-defined number of iterations are completed or when the centroids of the clusters do not change 
after an iteration. It is a very computationally expensive algorithm as it computes the distance of every 
data point with the centroids of all the clusters at each iteration. This makes it difficult for 
implementing the same for huge data sets. [1] [2]  

2.2. Classification method 

Classification is a supervised machine learning approach, in which the algorithm learns from the 
data input provided to it and then uses this learning to classify new observations. In other words, the 
training dataset is employed to obtain better boundary conditions that can be used to determine each 
target class; once such boundary conditions are determined, the next task is to predict the target class. 

Binary classifiers work with only two classes or possible outcomes (for example positive or 
negative sentiment; whether the lender will pay the loan or not; etc), and Multiclass classifiers work 
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with multiple classes (ex: to which country a flag belongs, whether an image is an apple or banana or 
orange; etc). Multiclass assumes that each sample is assigned to one and only one label. 

Naive Bayes: The algorithm is a simple algorithm to implement and usually represents a reasonable 
method to kickstart classification efforts. It can easily scale to larger datasets (takes linear time versus 
iterative approximation, as used for many other types of classifiers, which is more expensive in terms 
of computation resources) and requires a small amount of training data. However, Naive Bayes can 
suffer from a problem known as a ' zero probability problem ', when the conditional probability is zero 
for a particular attribute, failing to provide a valid prediction. One solution is to leverage a smoothing 
procedure (ex: Laplace method). 

Decision Trees: Decision Trees are in general simple to understand and visualize, requiring little 
data prep. This method can also handle both numerical and categorical data. On the other hand, 
complex trees do not generalize well ("overfitting"), and decision trees can be somewhat unstable 
because small variations in the data might result in a completely different tree being generated. 

Random Forest: essentially a "meta-estimator" that fits a number of decision trees on various sub-
samples of datasets and uses an average to improve the predictive accuracy of the model and controls 
over-fitting. The sub-sample size is the same as the original input sample size but the samples are 
drawn with replacement.  Random Forests tend to exhibit a higher degree of robustness to overfitting 
(>robustness to noise in data), with efficient execution time even in larger datasets. They are more 
sensible however to unbalanced datasets, being also a bit more complex to interpret and requiring 
more computational resources. 

kNN: kNN (k Nearest Neighbors) is also often used for classification problems. kNN is a simple 
algorithm that stores all available cases and classifies new cases based on a similarity measure (e.g., 
distance functions). It has been used in statistical estimation and pattern recognition already at the 
beginning of 1970s as a non-parametric technique. 

SVM: Support Vector Machine is a supervised classification algorithm where we draw a line 
between two different categories to differentiate between them. SVM is also known as the support 
vector network. [3] [4] 

3. Data and Methodology 

3.1. Data 

The data source is the Kaggle platform, which is a telecommunication company’s dataset with 
detailed data. The dataset contains 3,333 records and a total of 21 features. 21 features are Vmail 
Massage, Day Mins, Eve Mins, Night Mins, Intl Mins, CustServ Calls, Day Calls, Day Charge, Eve 
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Calls, Eve Charge, Night Calls, Night Charge, Intl Calls, Intl Charge, Area Code, Phone, Account 
Length, Churn, Intl Plan, Vmail Plan, State. (Figure 1). 

 

Fig. 1. Data Display 

Data cleaning, data cleansing, or data scrubbing is the act of first identifying any issues or bad 
data, then systematically correcting these issues. If the data is unfixable, you will need to remove the 
bad elements to properly clean the data. Unclean data normally comes as a result of human error, 
scraping data, or combining data from multiple sources. Multichannel data is now the norm, so 
inconsistencies across different data sets are to be expected. In this dataset, there is little data cleaning. 
changing the type of data in each column appropriately and normalizing This keeps the data at the 
same distance and makes the model work more efficiently. 

3.2. Methodology 

To analyze customer phone usage behavior, want to bring different types of user behavior of 
customers to study by grouping the data by using the past data to create a clustering model for K-
means and DBSCAN, then measure the results by using the results of each model to classify into 5 
models with SVM, Naïve Bayes, Random Forest, KNN. and Decision Tree. The final step is to average 
the classification accuracy of each model to conclude that the analyzed data are suitable for 
stratification. 
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3.3. Data Preparation 

First of all, in data preparation, it is necessary to check the data type to be studied. If incorrect data 
types are found, first change the data type and filter the remaining data as unnecessary data, so as to 
be more convenient and quick in the experiment. Then, it is necessary to check for any missing values 
in the dataset to be studied in order to effectively analyze the model, so as to analyze the model 
effectively. Before creating the model, the range of data is normalized to the same range [0-1] through 
normalization. (Figure 2). 

 

Fig. 2. Preparation flow 

3.4. Find the optimal number of k with the Silhouette method 

Before cleaned data can be grouped with a clustering model, the optimal K value must be 
determined. In this research, the Silhouette method was used. To determine the K value by this 
method, PCA was required (Figure 3) to reduce the dimension of the data to a two-dimensional form 
first Then find the K value and display the result with a line graph. (Figure 4). 

 

Fig. 2. Silhouette method 
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Fig. 4. Silhouette method 

From this method, when plotting the results on a line graph, it was found that the appropriate K value 
for this data set is K = 4. Therefore, in the next process. K is set at 4. [5] [2] 

3.5. Clustering 

After finding the number of suitable K values for the dataset equal to four Further groupings are 
achieved by taking the data after normalization. used to create a clustering model. Here we will 
compare two clustering models, K-means and DBSCAN, which are used only because of their 
Hierarchical fit to the data with a small number and easy to read tree diagram. (Figure 5) 
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Fig. 5. Clustering workflow 

When the usage behavior is in the range of 0 to 1 from the experiment above Next, use the above 
data to create a model that we set. And after creating K-means and DBSCAN, K-means must define 
the data to be grouped and the number of clusters (K value). (Figure 6) DBSCAN has to be defined 
data to be grouped the same as K-means and also needs to configure Epsilon which in this case is set 
to 1.0. (Figure 7) 
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Fig. 6. Configuration of K-means 

 

Fig. 7. Configuration of DBSCAN 
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After executing both models, the model divides the data into four clusters. The result of both 
models is that K-means has cluster 0 = 92 data, cluster 1 = 231 data, cluster 2 = 2180 data, and cluster 
3 = 830 data. (Figure 8) 

 

Fig. 8. Number in each cluster of K-means 

The DBSCAN model can be divided into groups as cluster 0 = 92 data, cluster 1 = 2180 data, 
cluster 2 = 231 data, cluster 3 = 830 data, and noise = 0. (Figure 9) 

 

Fig. 9. Number in each cluster of DBSCAN 

3.6. Classification 

After the analysis results of each clustering model are released. The next step will be to 
determine which model results are accurate and appropriate for the data set used in this study. The 
way to measure the accuracy of the stratification is to bring out the results for analysis by the 
method. classification It will use the cluster results that come out as labels. And the value of 
customer usage behavior is used to make predictions. A total of five models, namely Random 
Forest, Decision Tree, SVM, Naive Bayes, and KNN, were used to make predictions, after which 
the accuracy of all five models was averaged to determine that the highest mean was obtained from 
K-means or DBSCAN. (Figure 10,11) [6]. In order to make the distribution of the dataset similar, a 
10-fold validation technique was used to divide the data into 10 equal parts to create and test the 
model. Calculate average accuracy and errors before using the model to predict the test set. [7] [8] 
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Fig. 10. Classification workflow 
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Fig. 11. Confusion matrix of classification method 

4. Results 

4.1. Average accuracy of classification 

From the confusion matrix, K-means model has a more accurate model than DBSCAN, that is 
KNN model. DBSCAN has two models with higher accuracy, Random Forest and Decision Tree. The 
remaining models are SVN and Naïve Bayes, and both K-means model and DBSCAN have the same 
accuracy. From the average accuracy of five Classification models, K-means had an average accuracy 
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of 89.523% and DBSCAN had an average accuracy of 39.397%. as shown in the table below. (Figure 
12) [4] [6] 

 

Fig. 12. Average accuracy 

5. Discussion and Conclusion 

Based on this independent study, we created a mobile customer behavior research model with a 
total of 3333 datasets. Group the model into 4 groups and compare them with K-means and DBSCAN. 
Two models were found to divide the data into the same numbers: 2180, 830, 92, and 231. The data 
is defined as cluster0, cluster1, cluster2, and cluster 3. 

The accuracy is evaluated by five classification models: Random Forest, decision tree, SVM, 
Naif Bay, and KNN. 10-fold cross validation to prevent excessive data installation and divide the data 
into 3000 training and testing data. 333 data items show that the accuracy of all models is similar, and 
on average, the K-means data of all five models The average accuracy is higher than the DBSCAN 
model, with accuracy of 89.523% and 89.397%, respectively. 

In the utilization of computational resources during model training, the researchers only 
compared the Batch parameter because the Epoch parameter determines the maximum number of 
training rounds. However, the Batch parameter determines the number of iterations used to train the 
model within one Epoch. For example, if there are 200 images and the Batch is set to 2, there will be 
100 iterations, divided into 4 parts. 

From the accuracy results of the classification model, it can be concluded that K-means is the 
most accurate and suitable model for clustering the mobile phone usage behavior of customers in this 
data set [8]. If the company uses the results of this grouping, it must be able to describe the 
characteristics of each group in order to be able to use it further. By describing the characteristics or 
classification conditions of each group can be explained from the tree from the Decision Tree model 
as shown in Figure 5.1. The more factors used in the analysis will result in more complex classification 
conditions as well. 



Data Science and Engineering (DSE) Record, Volume 4, issue 1. 
 

94

 

Fig. 13. Decision Tree 
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