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Abstract. There is a relatively well-established process for using machine learn-
ing to predict influencing factors and sales, but for small and medium-sized en-
terprises, they often face problems such as low data volume and unrepresentative 
data types, and the large data requirements become the threshold for using ma-
chine learning methods to help business activities. The original data for this study 
was sourced from publicly available data from Alibaba's Tianchi platform, con-
taining sales data from a small shop in three different branches. This paper studies 
the influencing factors from the correlation of data and uses random forest re-
gression method to rank the importance of features. In order to predict sales, this 
paper uses a pre-training model to compare and analyze multiple machine learn-
ing models. The results show that the pre-training method has different degree of 
improvement or decline for different models. 
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1 Introduction 

 At this stage, the development of Internet technology and computer hardware has 
generated a huge amount of data, and this huge amount of data has become the suste-
nance for the development of machine learning, which is often used in business and 
industry to predict customer behavior[1], product production cycles, and the expected 
amount of product sales.  

There is a relatively well-established process for using machine learning to predict 
influencing factors and sales, but for small and medium-sized enterprises, they often 
face problems such as low data volume and unrepresentative data types, and the large 
data requirements become the threshold for using machine learning methods to help 
business activities. 
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2 Literature Review 

2.1 Previous Studies Using Neuro-Fuzzy Technique 

 In this thesis, I use the correlation coefficient method to determine the five factors 
affecting sales volume, and use the machine learning method to rank the importance of 
features and get the ranking of influencing factors. When predicting sales volume, I use 
pre-training method to improve prediction accuracy of small-scale data, and compared 
3 different models. 

Objective 

• The purpose of this paper is to explore a machine learning process that can be applied 
to a small sample size. Using machine learning methods for sales influencing factor 
analysis and sales forecasting. 

This article is mainly based on the guiding idea of factor analysis method[2], com-
bined with the feature selection principle of machine learning, using random forest re-
gression and feature importance ranking method. 

In the traditional business world, people usually combine different methods to fore-
cast sales. For example, Ramanathan et al. used a linear regression model to analyze 
the various factors affecting market demand and select the most effective ones for sales 
forecasting[3]. 

In NLP domain, There are well-established pre-training methods for problems with 
small data volumes[4]. They can learn a wealth of linguistic knowledge from a large 
corpus . It is beneficial for downstream tasks. 

In China, some scholars have constructed BERT-based pre-training models that have 
achieved good results in the field of computer vision[5]. 
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3 Data and Methodology 

3.1 Research framework 

This thesis is divided into two main parts, one is the study of Influencing Factors and 
the other is the forecast of sales as illustrated in Figure 1.  

Figure 1 Research Framework 

In this thesis, I first use Pearson's correlation coefficient to calculate the relationship 
between features, and then rank the source data with important information of random 
forest features to get the most important features to the model, i.e., the influencing 
factors; in terms of sales prediction, a pre-trained random forest model is constructed, 
and for the characteristics of small source data, I first use the data of relevant retail fields 
and train the random forest regression model, and then use the source data to fit the 
trained random forest regression model, and finally, I compare the results of the runs. 
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3.2 Pre-processing 

Marketing data is usually a combination of continuous data and discrete data. In this 
thesis, for discrete features, I use Label Encoding to realize the mapping of features; for 
continuous features, I use normalization to scale the continuous feature data to the inter-
val of [0,1]. 

3.3 Evaluation indicators 

In this thesis, MSE, MAE, R² and EVS were chosen as indicators for the evaluation 
of the model. MSE and MAE were used to evaluate the error of the model predictions, 
and R² and EVS to assess the interpretability and accuracy of the model. 

4 INFLUENCING FACTORS STUDY 

This chapter starts from the source data, uses Pearson method to explore the correla-
tion, and uses the machine learning method of random forest regression, the five influ-
encing factors that affect the store sales are: COGs, gross_income, Tax_5%, Unit_price, 
Quantity. 

4.1 Data 

The supermarket data in this article comes from the public data of Alibaba Tianchi. 
Sales data includes the company's 3 branch numbers, customer types, product sales 
information, etc. They all faithfully reflect the company's operating conditions. The data 
characteristics are as follows: 
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Figure	2	Row	Data 

4.2 Pearson correlation  

𝜌𝑋, 𝑌 =
𝑐𝑜𝑣(𝑋, 𝑌)
𝜎𝑋𝜎𝑌 =

𝐸[(𝑋 − 𝜇𝑥)(𝑌 − 𝜇𝑦]
𝜎𝑋𝜎𝑌  

Pearson product-moment correlation coefficient (PPMCC or PCCs) is a measure of 
the degree of correlation (linear correlation) between two variables X and Y, with a value 
between -1 and 1. Error! Reference source not found.In the natural sciences, this co-
efficient is widely used to measure the degree of linear correlation between two varia-
bles.  

4.3  Validation methods 

The cross-validation method makes full use of every piece of data, but is computa-
tionally huge. In this thesis, when studying the store dataset, the leave-one-out method 
is used for validation in order to maximize the use of the dataset; however, in the subse-
quent pre-training model, due to the relatively large dataset, this thesis uses the k-fold 
cross-test method. 
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4.4 Random Forest regression 

Random forest is a classical machine learning algorithm proposed by Leo 
BreimanError! Reference source not found., which is composed of a weak model of 
classification and regression tree (CART) combined with Bagging method and random 
subspace method (RSM).  

For the regression problem, the minimum mean squared deviation is used to partition 
the data set, and for any partition feature The corresponding partition points is divided 
into the left data set Dl and the right data set Dr on both sides, and the expression is: 

𝑚𝑖𝑛!,# 6 7 (𝑦$ − 𝑐$)% +
&!∈("(!,#)

7 (𝑦$ − 𝑐$)%
&!∈(#(!,#)

9 

where c1 and c2 are the mean values of the sample outputs of the data sets Dl and 
Dr. This principle is used to divide the data set at each branch until the threshold value 
is reached. 

In this thesis, the random forest regression model will be mainly used in the influence 
factor study and sales forecasting. 

4.5 Experimental results 

According to the results of the Pearson correlation coefficient table, we can see that: 
Tax, COGs, and Gross-income all have a correlation coefficient of 1. It means that there 
is a strict linear correlation between these three features and the target feature. 

Pearson correlation coefficient  

 Total 

Tax 5% 1.000**(p=0.0003) 

Quantity 0.770**(p=0.000023) 

Unit price 0.588**(p=0.00016) 

cogs 1.000**(p=0.00009) 

gross income 1.000**(p=0.00043) 

Rating -0.036(p=0.250) 

* p<0.05 ** p<0.01 

Table	1	Pearson	Correlation	Coefficient	
The value of Rating is closed to 0. This indicates that there is almost no linear corre-

lation between Rating and total sales, but it does not exclude the possibility that they 
possess a non-linear relationship with each other.  
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In addition, there is a correlation between Tax, COGs, gross income, Quantity and 
Unit price and total sales, based on this conclusion, we can perform regression methods 
to analyze the influencing factors. 

LOOCV Evaluation Results 

evaluation results 

Explained variance score(EVS) 0.5663033903621122 

Mean absolute error (MAE) 167.9453475 

Mean squared error (MSE) 54854.44141886966 

Decidability factor (R² score) 0.11314313598303949 

Table	2	LOOCV	Evaluation	Results	
 
According to the evaluation index, the EVS of this model is 0.566. This result indi-

cates that the model can explain the model in 56% of the cases. The MAE of the model 
is 167.9 and the mean square error is 54854, the error value shows that the actual pre-
diction has a particularly large error with the original value, and the decidable coefficient 
R² is 0.11, which means that the independent variable has a very low degree of explana-
tion of the dependent variable. 

In this part of the study, the purpose is mainly to investigate that factors that have an 
impact on the model and do not use it to predict, therefore, the poor effect of the model 
is acceptable in the research on the factors that influence sales. 

The results predicted by the model are compared with the true value results as in 
Figure 3. 

 
Figure	3	Comparison	of	Prediction	Results	

Abscissa:	Point	of	prediction	
Ordinate:	corresponding	value 
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In general, the predicted and true values show the same trend, which generates a 
large error that is acceptable in the case of low sample size. 

The feature importance is visualized as in Figure 4. 

 
Figure	4	Feature	Importance	Sorting	

  

COGs have the highest feature importance, occupying 0.37 importance, followed by 
gross_income, occupying 0.35 feature importance; Tax_5% feature chapter 0.26 im-
portance, Unit_price and Quantity occupy 0.000057 and 0.000004 feature importance 
respectively, which is almost negligible.  

It is concluded that the most important influencing factors are: COGs, gross_income, 
and Tax. 

5 SALES PREDICTION 

 In this section, I propose a machine learning method based on pre-trained models 
to help us improve the effectiveness of model training in response to the problem of low 
data volume and insufficient samples of the original data and insignificant prediction 
results. 

In this thesis, I choose several typical machine learning models and also follow the 
random forest model in the previous section to compare the results of the pre-trained 
models with the evaluation results of the directly fitted models. 

5.1 Data 

The data is from the InternetError! Reference source not found.. They are listed 
as follows: 
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Region \ Country \ Item Type \ Clothes \ Sales Channel \ Order Priority \ Order Date\ 
Order ID\ Ship Date \ Units Sold \ Unit Price \  Unit Cost  Total Revenue \ Total Cost \ 
Total Profit 

5.2  Machine learning methods 

According to the observation of the source data, the original data may have non-
linear regression. This article uses a common regression model(bagging, boosting, lasso) 

In this section, we input each of the 5 features into the model and the pre-trained 
model, and compare the output results. There are two main steps in pre-training the 
model, firstly, the model (pre_train_model) is trained by using the external data 
(pre_train_data_set) of the relevant domain. Second, the features of the original data set 
(data_set) are put into the model (pre_train_model) for training. The compared model 
results are as in Table 3. 

 

Bagging Result_Before Result_After 

Explained variance 
score (EVS) 

0.9999882204122948 0.9999970244374887 

Mean absolute er-
ror (MAE) 

0.5138741999999897 0.2302135500000015 

Mean squared error 
(MSE) 

0.6623182191623067 0.18006498231750193 

Decidability factor 
(R² score) 

0.9999881948568896 0.9999970187491573 

Table	3	Comparison	of	Model	Results(Bagging)	
 
Since both the EVS and the decidability coefficient of the original model reached 

0.99, there is almost no margin for improvement, therefore, it is not obvious that there is 
an improvement on the accuracy rate However, it can be seen that the MAE is reduced 
from 0.51 to 0.23 and the MSE is reduced from 0.66 to 0.18, which clearly shows that 
the accuracy of the pre-trained model for data prediction has been effectively improved 
and the error was effectively reduced. 
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Boosting Result_Before Result_After 

Explained variance 
score (EVS) 

0.9999370783270306 0.999963202071521 

Mean absolute error 
(MAE) 

1.4058926735814976 1.0886992387040877 

Mean squared error 
(MSE) 

3.53048750042591 2.2225631757607434 

Decidability factor 
(R² score) 

0.999937072680494 0.999963202071521 

Table	4	Comparison	of	Model	Results(Boosting)	
 
After fitting the pre-trained model, although it is not obvious, both the interpretability 

and R² of the model got a small increase, the MAE from 1.40 to 1.08, and the mean 
square error decreased from 3.53 to 2.22. It is indicates that the prediction results for 
small data in stores are significantly improved under the pre-training method. 

 

Lasso Result_Before Result_After 

Explained variance score (EVS) 0.999999996413399 0.9992159038864156 

Mean absolute error (MAE) 0.010483871547542902 28.03707506560381 

Mean squared error (MSE) 0.00020212562711673486 830.0686706545088 

Decidability factor (R² score) 0.999999996397318 0.9852048771044063 

Table	5	Comparison	of	Model	Results(Lasso)	
 
After fitting the original model to the dataset, there is a small decrease in the inter-

pretability of the model, and the mean square error and absolute error both increase in 
different magnitudes. 

For the lasso model, using the pre-trained model has no improvement on the predic-
tion. The results are not improved, which indicates that the pre-trained model is not al-
ways effective for prediction of small-scale data. 

6 SUMMARY  

In this thesis, I use machine learning methods (random forest, etc.) to obtain the fac-
tors that affect the sales of a small chain store, The original data was sourced from a 
small shop. In this thesis, I first explored the entire data, including the shape of the dis-
tribution, and the underlying information. I used the Pearson correlation coefficient 
method (for quantitative information), and the Kendall method (for definite class infor-
mation) for correlation analysis. 

Then, I put the five characteristics with the highest correlation into the random forest 
regression model to rank the importance (based on the Gini coefficient to determine 
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Cross Entropy), and obtained the ranking of the five factors affecting sales, they are 
COGs, gross_income, and Tax. 

In the second phase of the research, this thesis puts five features into the pre-training 
model for training, and compares the model results with the original results. I compared 
the model results of bagging, boosting and lasso methods, and the study showed that the 
pre-training model can solve the problem of insufficient prediction accuracy and large 
errors in small-scale data. 

However, in this study, the different models produced different results. the Bagging 
model showed the most effective lift, the boosting change was not particularly signifi-
cant, and the lasso model showed greater error and lower accuracy. 

7 DISCUSSION  

The category variable does not produce a greater effect, and conventional machine 
learning methods are much less sensitive to its impact. 

The features of the pre-trained database are not necessarily applicable to supermarket 
data. We need more arguments to be sure that it can be used for Transfer learning. 

The scope of the study is so large that it cannot draw definitive research conclusions 
in one area, but only as an empirical study, and if there are other researchers interested, 
I suggest narrowing the scope of the study.e.g., a study on supermarket sales prediction 
based on pre-training methods  (using random forest) 

In the following research process, I recommend using a more rigorous control vari-
ables method for comparison (subject to a precise study scope). We can compare data 
from different domains, different machine learning models, different evaluation metrics, 
etc. 

According to the results, the research method in this thesis has certain effects, and the 
research process and method can be applied to other types of data. However, the rela-
tionship between the two data sets is not clear, that is, we are not sure that they can learn 
a wealth of linguistic knowledge from a large corpus. This approach should therefore be 
used with greater caution. 
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