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Abstract. This research aims to measure the quality of Chiang Mai University
graduates, construct the model which can predict income accurately and find
the variables effected to Chiang Mai University graduates’ quality. Through
data collection and integration, we got the students’ data in Chiang Mai
University from academic year 2012-2014.Then we brought in data and used
three machine learning models (artificial neural networks, logistic regression,
and support vector machines) to perform multiple classifications. All three have
relatively good prediction results with good accuracy. The results show us that
the income of graduates of Chiang Mai University is normally distributed. Most
of the graduates have a medium income, and a small number of people earn
high and low incomes. The best way to increase income for students who have
just entered university is to improve their English scores and choose medical-
related majors. For senior students, choosing to study for a higher degree and
maintaining a high GPA is a very effective way to increase their income.

Keywords: Machine learning, Explore data analysis Model prediction, Model
evaluation.

1 Introduction

In Chiang Mai University, graduates’ data will be entered into the files of the
Registration Office (REG), Education Quality Development Office (EQD) and
Information Technology Service Center (ITSC). We can apply for relevant data to the
university for machine learning research through research. The first step of machine
learning is data preprocessing, through a series of steps to get the data set we need.
Next is data exploration and analysis, and a report on the initial data. Then we
introduce the sorted data set into artificial neural network, logistic regression and
support vector machine models. After the parameters are adjusted, we will evaluate
the model using indicators such as accuracy. After getting a better model, you can use
the model to evaluate and predict student data.
Data collected from academic year 2012-2014 graduates of Chiang Mai University.
After screening, 9561 students' data were included in the dataset 1 for analysis of all
students (Added degree level: bachelor, master and doctoral). 7306 students' data
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were included in the dataset 2 for bachelor degree analysis. (Added the bachelor
English score factor).

2 Literature Review

In this research, we read a lot of literature. According to different kinds of research
methods and content, the study was conducted. First of all, in terms of data
processing, we understand the data preprocessing methods of most data science
researchers [1]. Use appropriate data preprocessing methods in different situations.
Make appropriate adjustments according to the situation and content.
In the evaluation of graduate quality, related information related to data mining and
big data. We can evaluate the data through the principles of data science and give
corresponding evaluation indicators [2].
Artificial neural network is the most typical and widely used model in machine
learning methods. We can use artificial neural networks to solve many types of
prediction problems [3]. Its wide applicability and adjustability are the performance
of artificial neural networks. Powerful reason. It can be used in many places such as
evaluation [4].
Logistic regression is the basis of machine learning, which includes many basic
statistical ideas. Logistic regression also has corresponding applications in machine
learning. It is mostly used in traditional binary classification problems. Logistic
regression focuses more on accuracy in machine learning [5].
Support vector machine is also one of the very typical machine learning methods. It
has strong theoretical support, and its classification methods and functions are very
suitable for binary classification problems. Support vector machines are more
applicable than other machine learning methods in some situations [6].

3 Methodology

we evaluate and predict graduate income data through model building and parameter
adjustment. The research method is divided into 5 parts. The relationship between the
parts is as Fig.1 shows:
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Fig. 1. Complete Machine Learning Model

3.1 Data Preprocessing

Data preprocessing refers to some kind of processing of data before the main
processing. Due to the limitations of technology. It is difficult to collect complete data
in life. Incomplete or erroneous data will cause the data to be unavailable for direct
use. The research results are also unsatisfactory. In this case, we will use the most
important data preprocessing. Data preprocessing is the first step in data analysis.
There are many ways to do it. For example, data integration, data cleaning, data
integration, data reduction, data conversion, etc. These data preprocessing methods
greatly facilitate subsequent research and analysis.

3.2 Model Building and Training

The building and training of machine learning models are the core steps in all links.
The three models we use are artificial neural networks, logistic regression and
Support Vector machine. In the study, three models will be established separately and
the parameters will be adjusted to train the models.

3.3 Model Evaluation and Prediction

After constructing the model, its parameters should be adjusted. We should combine
the initial model with the data. Let the model be successfully applied to the data.
There is no perfect model, we have to train as much as possible to try to improve the
accuracy of the model. And with the addition of new data, the model also changes
accordingly. Both the model and the data should fit together. After completing the
construction of the two complete models, we will use them to evaluate student data.
Compare the accuracy of the model. Finally, Models are used to predict random data.
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4 Result

We used ‘explore data analysis’ to draw and analyze the correlation between
variables. A lot of results have been obtained. As most people understand. GPA,
English score, degree and other factors are all positive factors for high income. On the
contrary, factors such as failed courses are negative factors. In addition, there are big
differences between Faculty. The high-income probability of students engaged in
medical and health care is far greater than that of students engaged in agriculture,
agro-industry, and construction. Of course, no matter what faculty student, under the
premise of high GPA and high degree, there is a greater probability of getting high
income. The graduates working area is shown as Fig.2.

Fig. 2.Working area map

Although there are differences between the three research methods. We use models to
adjust the parameters. Letting the model suit for the data. After some key parameters
changed. The models gradually show us good output as Table 1. Finally we could use
it to do some evaluation. The data itself is the standard that determines the upper limit
of the model's accuracy. We use several standard indicators to measure the model. In
this machine learning prediction, the three methods all showed the same level of
prediction.
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Table 1. Comparison of three methods.

Compari-son index
in two dataset

Accuracy/Precision/Recall/F1-score Auc

ANN1: 0.750 0.906
LR1: 0.750 0.905
SVM1: 0.760 0.894
ANN2: 0.748 0.905
LR2:
SVM2:

0.756
0.746

0.910
0.905

When discussing the influencing factors between variables, we abandon the machine
learning method and pay more attention to accuracy. We used traditional logistic
regression. Use 95% confidence intervals to determine the correlation of variables.
Finally draw the conclusion: the biggest factor in determining high income is Health
Science faculty as Fig.3. We can use the same method to conclude that all the students
in the university, the Degree factor is the most critical factor in determining high
income. This conclusion is consistent with the conclusion drawn by the correlation
analysis of the heat map variables

.

Fig. 3. Output of RStudio
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5 Conclusion

In this study, we found that the income level of graduates satisfies a normal
distribution, most people are at the middle income level and high-income and low-
income are in the minority. We use data visualization to analyze the impact of faculty,
GPA, English score, etc. on income through charts. Most of the results are consistent
with common sense. That is, students who perform well (high GPA, high English
Score, less failed courses and so on) in universities usually earn higher incomes. We
can find the relationship between variables from a large number of visualization
graphs. You can also draw more corresponding diagrams to visualize the data
according to your needs. These explore data analysis give us a deep understanding of
variables.
In terms of machine learning, this research has made progress in multiple categories
on the basis of the traditional two-category classification. Each of the three learning
methods has advantages and disadvantages. But in general, we maximize the
functionality through model parameter adjustments. In this study, most of our
parameters adopted the default parameters, but some core parameters were adjusted
accordingly. As we expected, all three models have reached the ideal prediction
effect. Through the model, we can infer the graduate income of students with a high
probability. This is a good way for university students to assess their own level of
employment.
As for the influencing variables on income. We used the traditional logistic regression
method this time, because this method focuses on the correlation between variables,
the accuracy of judgment is not high. And among the 7,361 data used for two
classifications, only 450 are high-income ones. There is not enough data to support
the influence of some variables. This is also the reason why the influencing factors of
GPA and working area are negative. Besides, the adjusted r-squared of the goodness
of fit of the model is 0.1429, which is caused by the large number of dummy
variables. In conclusion. In addition to logistic regression analysis, we also used
variable correlation analysis between every two variables. The conclusion of the two
is roughly the same, that is faculty and degree are the two most obvious influencing
factors. Choosing a faculty related to health science and improving a higher degree is
the best way to get a high income. For some students who have their own faculty
needs. Improving your GPA and English score is the best way to increase your
income. This method is universal and suitable for all university students.
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